ANALYZING C-TEST DATA IN WINSTEPS
Todd H. McKay and Young A Son

Welcome! The purpose of this guide is to walk you through setting up and analyzing your C-test data.
Along the way, we will discuss aspects of both theory and practice that will (hopefully) help you support
ways to interpret your C-test data and justify particular uses of your C-test as an assessment tool.

First, we must give credit where credit is due. This how-to guide was inspired (both conceptually and
aesthetically) by the creator of Winsteps and educational measurement expert, Mike Linacre. Mike is
not only a Jedi master of measurement but is generally one of the most helpful people we have ever
encountered in our academic careers. So, while this guide is meant to help analyze C-test data, for more
in-depth coverage of Winsteps, including other data it can be used to analyze, visit the Winsteps website
at www.winsteps.com. Homage paid, we now turn to the matter at hand: the C-test guide.

By the end of this guide (provided you read through it carefully and did not doze off [incidentally, we
wouldn’t blame you]), you will be able to do the following:

Download and install a version of Winsteps on your computer. (#2)

Prepare your C-test data in Excel for analysis in Winsteps. (#10)

Import data to Winsteps by creating a “control file” (more about what this is later). (#14)
Check assumptions for both rating-scale and partial credit models. (#62)

Analyzing C-test data-Part 1 (#77)

What is this ‘fit” business? (#83)

Analyzing C-test data-Part 2 (#109)

A possibility for placement or screening (#215)

Downloading and Installing Ministep

To get started, let’s begin by downloading the software we -'-'“ "y' f 1B
will need to analyze C-test data. You may notice that the i i-,;;]:_;m:\- A
title of this guide 1s “Analyzing C-test Data in Winsteps.”

However, we are going to be analyzing data using the free «  WINSTEPS® Rasch measurenr
version of Winsteps, which is Ministep (Linacre, 2016). upto 255 categories per scale. Winc
With Ministep, we can analyze up to 60 cases, or data free MINISTEP evaluation/student/
from 60 test takers. The full version is a great deal at only

$149 for life (plus updates, a user manual, etc.). » Facets Many-facet Rasch mea
Nowadays, with some software packages costing upwards Luce Paired-Comparison Model (B1
of $500 for a year, this is a steal.

Copy and paste or enter the following link into your H *
browser:

WWW.Winsteps.com

Scroll down to the yellow box (beneath Mike on the
bridge) and click on “MINISTEP.”



http://www.winsteps.com/
http://www.winsteps.com/

In the page that opens up, you’ll notice that you have two
download options, “Ministep: Standard Download” and
“Ministep: Secure Download.”

We’ll assume you want to be as safe as possible. Click on
“Ministep: Secure Download.”

Get started with Winsteps Tutorial PDFs
1.

. . Ministep: Secure Download from
Ministep: Standard Download https://wins12.verio.com/a/Minsteplnste

e- e-

2. "Save as" "c:\windows\desktop\Ministeplnstall

3. Click on "Ministeplnstall.exe” on your des!
MINISTEP will start automatically.

4. Delete "Ministeplnstall.exe"

5. Click on "Ministep" icon on desktop to run Ml EP

6. Installation problems?

install MINISTEP, the

« Ministep in a zip file: Ministeplnstall.zip
or secure: https://wins12.verio.com/a/Ministe I.zip.

A window will pop up, prompting you to download a file
called “MinistepInstall.exe.”

Save the file wherever you like. | usually save installation
files on my desktop for quick access.

Click on “Save.”

Desktop Files 10
Dissertation
Duties

£scl

Save as type: | Application

~ Hide Folders

Navigate to where you saved the installation file and
double-click on it to begin the installation process.

A Ministep setup window should open in your browser.

In the “Install Ministep (Winsteps) to:” field, feel free to
click “Change” to change the installation path.

'.j;‘; Ministep (Winsteps) 3.92.1 Setup x

Installation Folder
Where would you like Ministep (Winsteps)to be installed?

Ministep {Winsteps) has the full functionality of Winsteps, but is restricted to 75 persons {cases) and
25 ttems.

It will be installed in the folder/directory shown in the box below. To install in a different folder, type
in the new path or click Change to select ancther folder.

Click Nett to cortinue

Install Ministep (Winsteps) to:

Click “Next.” Ciinsteps || Caange.
< Back Next > Cancel
Another window will appear, asking you where you would | = Vit (Winsteps 3521 setup x
Shortcut Folder

like the Ministep shortcut folder installed.
Click “Next.”

The installation process begins and should only take a few
seconds to complete.

24

Ministep (Winsteps) shortcut icons will be added to the Start menu folder shown below. For &
different folder, type a new name, or select an existing folder from the list.

Where would you lilke the shortcuts to be installed?

Then click Install

Shortcut Folder:

|W\r|slaps v

< Back Next = Cancel




8. Another window pops up, stating “Installation | &Mt Winsters) 3021 setep X
Successful” (what a relief?). Installation Successful
Ministep (Winsteps) 3.92.1 iz installed.
It will now lsunch
Click on “Finish” to end the installation process. T e et
x;ﬂnﬂ;:%eﬂﬁle
Report output file: Press Enter
Extra Specifications: Press Enter
LUse the Tables menu to see lysis output.
Now click Finish below
9. Ministep then opens automatically on your computer. -t s ool Oaparie suh i Sy o bl o D
We will come back to Ministep after we have set up our | * T
C-test data in Excel for analysis.
For now, close Ministep.
10. Preparing your C-test Data in Excel
11. | Your spreadsheet containing the scores of C-test test To D D H M c
takers should have several columns, including one for =
participant ID numbers, one column for each C-test text,
and columns for any other variables of interest. EVALUATIONS MY DATA
To give you an example, copy and paste or type the
following link into your browser:
https://sites.google.com/site/toddhavilandmckay/
This is a personal website that I use to store and share data.
Click on “My Data” tab in the horizontal navigation bar.
12. | Scroll to the bottom of the “My Data” page. Under the > Notes <<

“Analyzing C-test data in Winsteps: A practical how-to
guide” section, click on the white ‘“spreadsheet
example.”

This will open a spreadsheet containing data from the
Bangla C-test.

Download and open the spreadsheet.

« In the "100 replications" spreadsheet, calg

columns of dat:

McKay, T. H., & Son

weals several extreme

A. (2017). Analyzing

« Excel spreadsheet example with C-test sqg

Recent Site Acfivity | Report Abuse | P



https://sites.google.com/site/toddhavilandmckay/

13.

The spreadsheet you open should like the one in the image
to the right.

Green box: The values in this column are the ID numbers
of the test takers. For the Bangla C-test, there were 35 test
takers. One test taker (#2) was removed before analysis.

Red box: These two columns contain additional variables
that we may want to look at later; they were interesting to
the developers of the Bangla C-test. The “Sems” column
indicates the semester of study of a test taker. For
example, if a student was in her fourth semester of Bangla
study, the value is “L-(4).” In the Bangla programs from
which test takers were recruited, there were many
‘beginning-level’ students but few ‘advanced’ ones. The
“SA” column contains test takers’ self-assessment ratings.
Test takers were asked to indicate, on a scale of 1-5 (1 =
horrendous, 5 = absolutely amazing), their proficiency
across the four skills in addition to an “Overall” self-
assessment rating. Values in the “SA” column contain the
“Overall” rating.

Purple box: These are the total scores for each test taker
for each text. Here, there are ten texts. Texts 2 (T2), 8
(T8), and 13 (T13) were eliminated from further
development in an earlier piloting phase wherein texts
were given to native Bangla speakers—hence ten texts,
T1-T12. Each column contains the total scores for test
takers out of 25. Recall that each C-test text has 25 blanks.
Test taker #17 correctly restored 17/25 blanks on text 6;
hence #17’s score on T6 = 17. You’ll also notice that when
a test taker did not attempt to complete a text at all (maybe
they ran out of time, had an emergency, or simply could
not restore blanks), no score was recorded. Rasch analysis
is very robust against missing data; leave missing scores
blank unless you have good reason to score them 0.
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14.

Import Data to Winsteps

15.

Next, we are going to import data from the Excel
spreadsheet into Winsteps for analysis.

If you would like to continue using your own data, feel
free to follow along using your own spreadsheet of C-test
data.

For now, we are done with the Excel spreadsheet. Click
“X” to close the spreadsheet.

-

Editing
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16.

Open Ministep.

In the Ministep window that opens, click on “Excel
/RSSST.”

— O

Specification  Plots  Excel/RS55T  Graphs Data Setup

:er for Dialog Box:

17. | A small window pops up with many differently colored
buttons, showing us the many different ways that we can B3 Select data to be converted to Winsteps format X
import data into Winsteps for analysis. Excel |[ R |[ sas |[ spss |
Click on the green “Excel” button. le_TﬁbH Exit H Help l
18. | Another window pops up, called “Excel Input for [] Excel Input for Winsteps
Winsteps.” Edit
. . . Select Excel Coriral file
Click on the “Select Excel file” in the top left. file 2 D il
|
19. In the window that pOpS up, naVigate to wherever you ! O';l_‘uar Variables (%g‘nored] - i.f. this looks wrc
saved the “C-test guide (10 texts)” spreadsheet or | [2 ;1o (o) o oo S5 e
wherever you have your own spreadsheet. 5 g;raa;s u‘;;]m
D : T1 (10)
Click “Open.” E : T3 (4)
’ F : T4 (16)
G : T5 (9)
Back in the Excel input window, Winsteps populates the | 7 7 7° 177
window with information from the columns in the | |5 : 1o (2
spreadsheet. You can see there is an “A; ID (1)” label for | 7} 237 2,
the ID column in the spreadsheet, labels for the “Sems” M T2 @)
. “ 29 Case number : Ferson entry number
(81 Sems (L-(l)) and SA (C5 SA (S-(l)) COIUmnS, and @Row number ; Row in Excelyspreadsheet

labels for text columns (T1-T12). The numbers and values
in parentheses remind us what the data are in those
columns; these values come from the first row of data in
the spreadsheet. At this point, everything looks okay.




20. You 11 notlce three TOWS ofred text 1mn the Wﬁliz;unse Variables. (Do not delete this line - item variables on left-—
Excel input window: “! Item Response ErIe
Variables,” “! Person Label Variables,” iz
and “! Other Variables.” All of our data T
are beneath the “! Other Variables” line, £rmes
but we’ll move them around so that 112 (2)]
Winsteps knOWS WhiCh Iabels [ ; Variables. o not delete this line - person variables on left
Correspond to Items and WhICh ! Other Variables (igmored)]|- if this looks wrong, save the Excel file as .=xl
corresponds to the test takers. I Lo o vele)
Green: Copy and paste the ID label (A; 0
ID (1)) from “! Other Variables” beneath £
the “! Person Label Variables” line. 2
Red: Copy and paste all item labels from -
“] Other Variables” beneath the ! Item 7 Berson entry numbex
Variables” line.
21. | Winsteps uses what are called “control files,” which are [] Excel Input for Winsteps
text (.txt) files, to run analyses. Edit
: (13 H H 2 I: t t
Click on the green “Construct Winsteps file” button at SEleﬁeE”CEI winsteps il -
the top of the Excel input window.
I Ttem Respon Variables. (Do nc
D ; T1 (10)
E ; T3 (4)
F : T4 (16)
G ; T5 (9)
H: T (17}
I ;: T7 (13)
22. | A window opens up asking us where we would like to save | | rinelanalyes

the control file that we are creating from the Excel data.

Let’s call the control file “Bangla C-test.” Type “Bangla
C-test” into the “File name:” field.

Click “Save.”

Grants Scholars

o) GU Press
Guide

k v £

—

15 type: | Text Files (*.bit)

Save




23. A text f||_e opens in Notepad containing a whole bpnch_ of 7| Bangla C-testxt - Notepad
information. When I opened my first ever control file (like _ _ _
the one we have open here), | was slightly overwhelmed | Lfille_Edit Format View Help
by the information shown and what it all meant. However, ;Ffil rootest wuide (10 texte) mloxn
. . . . 1 e= —Ttes 1ide | eXT3I) .X13X
it’s all fairly straightforward. Let’s break it down. =
7 Excel file created or last modified: )
Green box: The “Title =" shows us the title of the Excel | ||# k===t _

. 7 Excel Cases processed = 35
s_preadshe_et_from whlch we created the current control | =xcel Varisbles processed = 13 )
file. This is indeed the title!

ITEM1 =1 ; Starting column of it
. . . . NI = 10 ; Humber of items
Rex box: In the first line is listed the date we created the Jnmza = 2z : Starting column for
control file. “Sheet 1” is the sheet from the Excel
spreadsheet; we only had one data sheet, and so “Sheet 17
is what appears. “Excel Cases processed = shows us how
many rows of data (test-taker data) there are in the file; for
Bangla, there were 35 test takers, and so the “35” is what
we expect. The “Excel Variables processed =" tells us
how many columns of data were grabbed from the Excel
spreadsheet; we had 13 columns (one for IDs, one for
Sems, one for SA, and ten text columns). This looks great.
24. | The next set of labels are specifications that tell Winsteps | |1z =1 ; Staripg column of item res
more about the data being analyzed. Note that | added U2 = 10 ; Number of items |
. . . NAME1 = 22 ; Starting column for persor
spaces to make the file visually easier to parse. NIEMLEN = 3 ; Length of person label
HWIDE = I ; Matches the widest data wal
. ; _ZROTTES =0 . Partizl] Credit model- dip o=
Green box: The “NI =" means ‘number of items’ or |(Tzoozs —n0 12 '3: 45 E7 ; 5 101112131¢)
questions. There are ten texts or super-items in the Bangla | [ToTaLsCozz = ¥es ¢ Include extreme response:

C-test, so NI = 10 is correct.

Red box: The “CODES =" refers to the possible values for
scores on an item or question. Because each Bangla text is
scored out of 25, possible codes or scores are 0-25.
However, no test taker scored 25/25 on a text; the highest
score was 24/25. Thus, codes are from 0-24. Missing data
were left blank in the Excel spreadsheet, so there is a blank
space after the last value of 24. We will discuss missing
data later.

Notice that explanations for each specification (ITEM1=,
NI=, NAME1=, etc.) are provided after the semicolon.
Linacre (in his wusual helpful fashion) adds this
information to all control files that are created.

To understand what some of the other specifications are,
we will have to look at our data in a different way.




25.

Close the “Bangla C-test.txt” control file.

g

§ 7 Bangla C-testt¢t - Notepad — [u] x
9 File Edit Format View Help

SINST
Title= "C-test guide (10 texts) wlsx"

26.

Close the “Excel Input for Winsteps” window.

[H] Excel Input for Winsteps — m| b3

Edit

Select Excel Constuct Launch Display Excel File to Help 392.0 Cance
file Winsteps file ‘insteps | | Winsteps File | | Tab-separated P End

H ; Te (17)

117 (13)

7 : To (8)

® ; T10 (5)

M ; T12

n; ID

: ID

fo MmO oW
el
I

2)

(1)

(1)

(10)
4)
(18)
(2)

L : T11 (11)

Person Label Variables. (Do not delete this line - person variables on left

Other Variables (ignored) - if this looks wrong, save the Excel file as .xl
;Variable Label (First Cell Value)

; Sems (L-(1))
; SA (S-(1))

27.

Let’s open the data in Ministep as though we are going to
begin the analysis.

To open a control file in Ministep, drag and drop the
control file over the Ministep desktop shortcut.

Mini

Wins

28.

Alternatively, double click on the Ministep shortcut icon
to open Ministep.

Click “File.”

] MiNISTEP

File Edit Diagnosis Output Tables Ouwi

ISTEP Uersion 3.92.1 Jan :
rrent Directory: C:\Winstep:

ntrol file name? {e.g., exar




29.

Click “Open File.”

] paMISTEP

4

| Y
VLC media RComman... File Edit Diagn
Open File
Start another MIMISTEP
Exit MINISTEP and close output windows
Exit

Finish iterating

Enter

30.

Select the “Bangla C-test.txt” file (wherever you have that
saved).

Click “Open.”

~WRL3336tmp

[ Bangla (10-Rev).xlsx
|=| Bangla C-test.bd
[ chs
B3| Compiled Simulation [
B3 C-TAG (10 Teuts) adsx
5] C-TAG.doex
B C-test guide (10 texts).xlsx
$# Dropbox

£

Type: Text Docurment
Size: 1.84 KB
Date modified: 1/21/2017 11:58 AM

name: | Bangla C-test.tet

31.

In the Ministep window that opens, click “Data Setup” in
the top right.

— O et

Excel/RS55T Graphs Data Setup

ox

32.

The “Ministep Control File Set-Up” window appears on
the screen.

There are several ways to open data in Ministep. You can
import data from Excel, SPSS, SAS, R, etc. (like we did
with the Excel spreadsheet) to create a control file for the
analysis, but we can also manually enter data in this nice
interface and then export the data to a control file.
Opening data in this way can serve as a nice check to make
sure that the information in the control file looks right.

Red box: Look at that! Some of those funky specification
lines that we saw in the text file also appear here. With the
spreadsheet of data right below these specifications, we
are in a better place to examine them and see what they
mean. Let’s look at these now.

B CoUsers Fantastic M, Todd\DeskiopBangta Ctest st - o x

o

Ministep Control File Set-Up

TITLE= Repo e s [Clost gude (10 texs)xisx

UIMEAN= Mean afitems
USCALE- Units perlogit
UDECIM- decimsl places

-~ c e a/Edin

B2 aracuon b{ﬁ wond || daistor ..hem.cs!'{g.\l Scorg ‘ paalcedt |0

Dignias iy _codas | KFW1
Column: 1/2 3 4/5 6/ 789 101712 13 14|15|16/17 18 19 20 21 22 23 24 ol
Person L ||
remio [ENENANE L] 7 L] 9 m
abel T T T T T hil m m

T

3 1
5 9
41 14
a 14

4

[
1
1
]
]
5
5
E]
5

34 3 7
| 0§ 311 3 B &




33. | Green box: “TITLE=" This line shows Ministep Control File Set-Up
the title of the Excel spreadsheet we (TTLE= Reportiile s _[oest quide (10 texts)xisx )
pulled data from; this is the same as the (CFeErSoi-Adsowiss [Person TEM-Adete colunniza e )|
information in the text file we looked “AS’EELFEN‘PP 'albz' ”'mth izi TEMI-Firstitemeoturmn [1 |
at and looks okay. en R bphmtberedlizms | K |
y Mumber of data rows |35 *IDE= calumns per response |2
R d b PERSON W H h MNumber of data columns CODES- valid codes mE
ed box: « =” We can call the ries H WCO
N Da-ta en-try EMOWE BXCESS Scan Cat :
people whose scores we are going to direction : | o labelasechDF?ﬁEJ T
ana|yze whatever we want. We can Column: | 1]2[3[4]5 6|78 9 10[11[12[13[14]15| 1617 18 /19]20]21] 22| 23] 24
also change what we call the items | ||ore .
ltem Mo: (1 2 3 4 5 B 7 g 49 10
(“ITEM="). Let’s leave these as 1Labe'i LS LSS LU A L L L 1
“Person and 2 345 21415 1 5 9 3
3 413148 918 1 4 1 1 5 1 4 1 4
. . = PERSON=AdataIr0wisa Tes TE mnisa [Te
34. | Red box: “NAMELEN="tells us how Fad
many cells are needed for the test-taker |  NAME!- Firstpersan labal copff 122 ITEM1- First iterm col
ID #s. You need one cell per digit. So, LANELENS Personigbelienglh Ni= Number of ftems
if you have 125 participants, you need YWIDE= columins per respansa
3 cells (NAMELEN=3). Here, we have CODES=Vald codes
- ge (=1§=5= Femowve excess =
3 specified even though there are only paa | D2ta R E€>‘ fows datcaafnor ooy
i=nlag
35 tESt takers (2 Ce”s needed)' CoEmn:h 21314868 910 1112113114115 16 1718 1920 21
Ferson:
. - - - Iterm MNo: [ 2 3 4 5 B 7 8 9 10
Green box: The 35 in this field means T A s o
we have a total of 35 cases (test takers) 1 10 416 917 13 8 (Y
3156 214 1 5§ 1 5 E] 4
Or35rOWSOfdata' g 41318 918 1 4 11 5 1 4 1 &
Purple box: The 24 in this field means
we have a total of 24 columns in the
spreadsheet on the screen. The box
outlines columns 1-24.
35. | Red box: These three specifications tell PERSON- A dete row s & [Testisker TEM-= A data columnisa [Tod
Ministep more about the items or texts |  NAMEI-Firstpersan label calurn [22 TTEM1~ First ftem calurn |
in the spreadsheet. “ITEM1=1" means NAMELEN= Ferson label length |3 Ni- Number of fems |10
that the first item starts in column 1. Nu::;’:t;f;:t:::ur::z - XWIDE= columns per respanse 2
Ministep can then grab the remaining CODES-Valid codes [0 * 2 r:L:
. . . . = =1
items because it knows items start in ([j’i?;itfo"r:"y E€>‘ “owsand || ceta for labef‘fng?[E Seorin
113 — Disnla KE 1
the first _COlumP- NI=10" means we Column: [ 1]2]3]4]5]6]7]8]9]10]11[12]13]14]15] 16| 17| 18]19] 20| 21] 22| 23| 24
have 10 items in total, which we do. Person: INFAEN
“XWIDE=2" means we need two cells ot Mo N e
. Label: | T T T T T T? TE T1 T1 T1
for items because scores on texts are 1 o 416 8§17 1.3 8 (R 1
2 316 214 1 & 1 5 9 4 3
anywhere from 1 (1 cell) to 25 (2 cells). ; ate Tals b e T T 611 (a7 4

We need one cell per digit.

10



36.

Red box: The “CODES=Valid codes” field contains the
possible scores for C-test texts. If you click the green
“Scan data for codes” button, Ministep will do a quick
scan of the values in the white part of the spreadsheet to
see what the scores are.

Click the green “Category labels CLFILE=" button.

M= Murnber of lterms |10 Z  UDECIM=

HWIDE= columns per response

Category h
data for _ Scaring
labels CLFILE= PR

2
. - - Item Lakbels:
{ CODES- valid cades ("0 1 2 3 4 | o e
Cess
<
code

Fafing sca
partial cre
ISGEALIE

Scan H FACT
i 1415 1617|1814 21|22 23|24

il 9 10
T Tl T1

37.

A window pops up, which contains more information
about the scores or codes in the Bangla C-test.

Do not worry about “ISGROUPS=" for now; this
specification tells Ministep whether we want all texts to
have the same, 0-25 scale (RSM) or to allow texts to be
there own scales (more on this later).

The “CODES=" column contains the range of C-test
scores. As we noted earlier, the highest score on any one
Bangla text was 24/25, so there is no 25 in this column.
The final “ ” is blank because missing scores were left as
blank cells in the Excel spreadsheet.

In the “Category label” column, we can add a label to each
score or code. This could be useful if you are analyzing
scores from Likert items, where a “1” = ‘strongly
disagree’ and a “5” = ‘strongly agree,’ for example. In this
case, we could type “strongly disagree,” “slightly
disagree,” “neither agree nor disagree,” etc. in the red cell
that corresponds to the value. We don’t want to assign a
label to each C-test blank, so we leave these red cells
blank.

Click “Category Labels OK.”

Category Labels: Enter/Edit O

Edit
Walldate categon
label list

ISGROUPS=| Example item | CCDES=|Category label
o 1 12
13

[ e e
=
o

38.

Now that we have a better sense of what those
specifications that we saw in the .txt control file are about,
let’s go ahead and close the “Data Setup” window and
return to the text file.

Close the “Ministep Control File Set-Up.”

o LIMEAMN= Set item mean
" LIFMEAN= Set person mean

vt 0 UIMMEAMN= bean of tems
| 1 USCALE= Units per logit
2 LIDECIM= decimal places

11



39. | Navigate to the “Bangla C-test.txt” file.
Drag and drop the file on the Ministep desktop icon to
open It. 3.2 Comprehe
P 0 ith f'..1.:.+: "'-nal'_',
We can double-click the .txt file to open it, but let’s open
it another way (so that you know your options).
40. | Click “File” in the top left.
ﬂ Bangla C-test.ba
Click “Edit Control File=....” File Edit Diagnosis Output
Edit Control File=C\Users\Fantas
Exit, then Restart "MIMISTEP M\
Restart "MIMISTEP C:\UsershFanta
Open File
Start another MIMISTEP
Exit MIMISTEP and close output w
41. | We’re now back in the control file we started with. ; Excel file created or last modified:
7 Sheetl
. ‘e . ; Excel Cases processed = 35
Now, however, the different specifications (ITEM=, NI=, | . zice1 varizbles processed = 13
NAME1=, etc.) should make more sense to you.

e : TR : ITEM1 =1 ; Starting columm of ite
Additional commentary is added after the “;” in egch line. | - 10 ; Nasber of iteme
Recall that Ministep ignores anything after a semicolon. NAMEL = 2z ; Starting column for p

NAMLEN = 3 ; Length of person label
: : : : : 113 XWIDE = Z ; Matches the widest dat
The one specnﬁca‘t‘lon that we did not"see inthenice “Data | " "o _ 07 L 0] credic model-
Setup” page was “TOTALSCORE=. CODES ="0123456785 10111
TOTALSCORE = Yes ; Include extreme resp
42. | Let’s look up what “TOTALSCORE=" means. %] Bangla C-test.tt
File Edit Diagnosis Output Tables Output Files Batch  Help
Navigate back to the main Ministep screen and Click | | parrens pivecte  mde
13 ED) Contents
Help” from the menu at the top. Nane of control
C:\UsersiFantasti About MINISTEP 3.92.1
Clle “Contents.” Current Director User Manual PDF
' Report output fi Check for updates
www.winsteps.com
Rasch Forum - Winsteps Q8A
43. | A “WINSTEPS Help for Rasch Analysis” window pops | & £ J&
up. The main page displays a list of specifications or | lmwel /| indexof control variavles [o7aiscore] o [ et ooinic ]
control variables that we can add to our control file to do | — =) |ssrusass i s o
different things. From this handy-dandy help menu, we | el - E—
et AGREEGROUP= |compare with other groups in Table 35

can learn to do just about anything on Ministep/Winsteps.

We search for “TOTALSCORE=" by typing this in the
search field at the top, or we can scroll down to it page.
Scroll down to “TOTALSCORE="and click on it.

ALPHANUM= alphabetic numbering to exceed 9 with XWI

DE=1

ANCESTIM=

Special alternative estimation method for anchored analyses

ASClI=

output only ASCII characters

ASYMPTOTE=

report estimates of upper and lower asymp

totes

set batch mode

draw boxes around Output Tables

show empirical curves for items

reference category: Table 2

senred eatennrv label file
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44,

From the screen that pops up, we can read more about this
control variable or specification.

With TOTALSCORE=Yes specified in the control file,
we get reports on all C-test texts, regardless of whether or
not they are ‘extreme.” Extreme scores can do funky
things to analyses. With TOTALSCORE=Yes, we can get
reports on our data with and without potentially pesky
extreme test takers and texts.

Close the help menu.

TOTALSCORE= show total scores with extreme observations = Yes

TOTALSCORE=No
Winsteps uses an adjusted raw score for estimation, from which observations that form part of extreme scor
13.1, PFILE=, IFILE=, etc.

TOTALSCORE=Yes
The total raw score from the data file, after any recoding and weighting, is shown. This usually matches the r

This can be changed frem the Specification pull-down menu.

Example: KCT.tet with TOTALSCORE=No. This shows scores on 15 non-extreme items:

With TOTALSCORE=Y. This shows scores on all 18 items.

|mwmr Tom | TEIT | owmerT |scomm)
|NMETR SCORE COTNT MEASURE DRRCRIMSSQ STOIMMSQ ISTD|CORR. |WEISE| XID |

45.

Pull up the control file again.

Red box: The “@ID =" line tells Ministep where test
takers’ IDs are in the data set. They are in column 22
(C22) and are two columns wide (W2).

Green box: The information between “&END” and “END
NAMES?” is about our C-test texts or items. The first text,
which we called “T1,” is “Item 1” and is in columns “1-
2.” The last text is “T12,” “Item 10,” and is in columns
“19-20” in the Data Setup page.

Blue box: These are the actual data for the analysis,
followed by the test taker ID numbers. Each row
corresponds to one test taker. For example, the first test
taker “1” scored a 10 on T1, a 4 on T3, (note that a blank
is added before the value if we specified that the data are
two columns wide but the value is one digit), a 16 on T4,
and so on.

That covers just about all the variables and specifications
in the control file! We covered one way (the quick way)
of readying the control file for analysis in Ministep, but
remember that you can also create a control file by
manually entering data in the “Data Setup” interface.
Also, once you get better at Ministep and IRT, you can
create control files by typing directly into a text document.
We think the more IRT-proficient you become, the easier
it will be to make changes directly into the text file.

TOTATLSCORE = Yes ; Include

7 Person Label wariables:
BID = 1EZ ; $C2ZWZ

[ LEND ; Item labels follow)

Tl ; Item 1 : 1-2Z2
T3 ; Item 2 : 3-4
T4 ; Item 3 5-6
TS ; Item 4 : 7-8
Te ; Item 5 : 5-10
I7 ; Item © : 11-12
T3 ; Item 7 : 13-14
T10 ; Item 8 : 15-1&
T1l ; Item 5 : 17-18
T1Z ; Item 10 : 15-Z0
END NAMES
\ J
(10 41o S1V1Z 8 11 £ 1
315 21415 1 5 3 4 3
41318 9181411 51415 4
1012171018191« 141& &
5 18 318 5B 4 =
4 315 41011 &« 2 & 1 7
12 1111 51 7 a8
3 4 & 3210 = |
14 55 10
¢ 413 4 32 7 9% 4 Z 2 11
N5 211 =2 £ £ 5 71 4 1 12 J
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46. | Before closing the control file, two things: _ i _
7 Excel file crea
- Shaootl
First, we will talk more about the “GROUPS=" equals
variable later on.'F'or now, remember that ¢ GRQUPS=O osis  Output Tsbles OutputFiles Batch | Help | ¢
means “Hey, Ministep! Run the partial credit model!” | jq i
This allows texts to create their own rating structure. | ctor neee
Again, more on this to come. But, by adding a semicolon Contents |
before this variable, we are telling Ministep to ignore this | ™ about MINISTEP 2.92.1 I
variable. Ministep thus ignores the “GROUPS=0” User Manual PDE
variable and runs the rating-scale model. Check for updates
Second, we want to tell Ministep how to treat missing i
data. Let’s take a look at our options (options are nice).
Return to the Ministep screen.
Click on “Help” and then “Contents.”
47. | In the “Index of Control Variables” page, scroll down to MAXPAGE= maximum number of lines per page
“MISSCORE=.” MEORMS= reformatting input records & multipl
MHSLICE= size of Mantel or Mantel-Haenszel s
Click on the “MISSCORE=" link. MISSCORE= SN value of missing data: not v
MJMLE= maximum number of JMLE iteratior
MMSQ= show mean-square ort standardize
48. | Take a moment to read up on how to treat missing data. _ O %
(These help screens are pure gold and taught me half of
what | know about IRT. Thanks, Mike!)
We have a couple options for how we can treat our .

missing data. We have two options that are viable for the
Bangla C-test data. We can either enter “MISSCORE =07
and tell Ministep to treat missing data as 0’s, or we can
enter “MISSCORE = -1” and tell Ministep to ignore
missing data and trudge on with the analysis without it.

At this point, you might want to think back on how you
decided to score responses to C-test texts. Deciding how
to score C-test data can be a tricky affair, for we often
don’t know if a blank is blank because the test taker didn’t
know the word or because they didn’t even try to restore
the word (i.e., they ran out of time, they got lazy and
skipped around, etc.). In the case of Bangla, a whole text
was treated as missing if the test taker did not try to
complete any blanks in a text. If a test taker tried to
complete a few blanks, but they were all wrong, the text
was scored 0. Because scores are summed across texts to
create super-items for C-tests, it doesn’t matter how you
score individual blanks. If a test taker gets 2/25 blanks

data to be treated as
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correct, the total score is 2/25 regardless of whether or not
the other blanks were wrong or missing.

Because we scored Bangla C-test texts in the manner
above, let’s return to the control file to enter in a few more
specifications.

Close the help window.

49. | Navigate back to the control file. ; GROUPS = 0 ; Partial
CODES ="01l2 3 4
X X ) TOTALSCORE = Yes ; Inclu
Add “MISSCORE = -1” to the list of variables to tell MISSCORE = -1
Ministep to ignore missing data. BERSCN = Student
ITEM = Text]
Also, to make reading the output easier, enter “PERSON
= Student” (to report participants as “Students” in the
output) and “ITEM = Text” (to report items as texts).
50. | Click “File” and then “Save” to save changes to the 2 Bangla Cte
control file. - : File Edit Forr
£ New Ctrl+N T
ge= "C-tes
Open... Ctrl+0
Save Ctrl+5  fp=L Tile
eetl
Save As... cel Cases
cel Varia
n Page Setup...
Fo Pprint.. CrleP | -
51. | We are now ready to run the analysis! — 0 X
Close the control file.
~ L
52. | Open Ministep if you closed it.
[ MINISTEP
On tl,l’e main Ministep page, click “File” and then “Open File | Edit Diagn
File. Open File
Start ancther MIMISTEP
Exit MINISTEP and close cutput wi
53. | Select the “Bangla C-test.txt” file (wWherever you have that - Eangl Cestie

saved.”

Click “Open.”

<

|7 ChsR

| ChéR

-] Compiled Simulation Data (12-30).xlsx
@5 C-TAG {10 Texts).xlsx

LESIE PN

name: |Bangla C-test.bat
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54. | “Report output file name.” L Bangla Ctestod
File Edit Diagnesis Output Tables OutputFiles Batch Help Specificatic
MINISTEP Uersion 3.92.1 Jan 24 2617 9:13
PreSS “Enter ED) Current Directory: C:\Winstepsiexamplesy
Control file name? (e.g., examl.txt). Press Enter for D
“Extra specifications:” We can add any addition variables | ‘Gerrent bivectorss &iovserostontastoe . Toddybesktops
here bEfore runnlng the anaIySIS (eg, ITEM:1 C:\UsersyFantastic Mr. Todd\DesktopiBangla C-test.txt
MISSCORE:, Etc-) There are tWO pIaCeS We Can add REDIJI‘t output file name {or press Enter for tempurary f
specifications. | find these places to be particularly useful o
for removing items and people from the analysis once we | g~ Pecifications GF an. Fress Enter to analgze:
determine who/what to remove.
Press “Enter.”
And, we’re off!
55. | A whole bunch of text appears in the Ministep analysis B e iy otorys CUSers\FANTAS™ - T0DAAppDat

window, ending in a table of very useful information.

Scroll back to the top of the screen so that we can go
through the output bit by bit.

Red box: This information is key and is the first place we
stop to make sure the analysis went okay. The string of
text that reads “10 416 91713 8 11 2 1” is an example
row of data (from the matrix of data at the end of the
control file). The ~l indicates where the text scores
begin, and the “N shows us where the scores end. The *P
shows us where the labels for test takers (ID numbers)
begin. Our first person was “ 1.” There is a blank because
the first cell in the two-cell column of test-taker labels is
blank.

Green box: Ministep performs the analysis multiple
times on the data, each time becoming more and more
accurate; it does a number of iterations of the analysis
until the accuracy reaches a certain level. The values in
“PROX ITERATION” mean “analysis round 1,”
“analysis round 2,” and so on. The 35 in the “Student”
column means data from 35 students were analyzed, and
the 10 in the “Text” column means 10 texts were
analyzed. Each text has 25 blanks or categories, hence
“CATS” are 25.

The “Probing data connection” line is useful when we
are analyzing multiple data sets, consisting of multiple
files, and we tell Ministep to analyze the lot of them.
Here, we are not connecting any datasets, though, so we
can skip this line.

Input in process:
Input Data Record:
10 416 91713 8 11 2 1
“1 “N°P
35 Student Records Inpu

HCE TABLE
—-Control: \DesktopiBangla C-test.txt Output: ‘\Desktoph
| PROX ACTIVE COUNT ESNTREME 5 RANGE
| ITERATION Student Text CATS tudent Text

| 1 35 18 25 2.48 -81

2 35 18 25 2.55 .98
Probing data connection: to skip out: [Ctrl+F - to bypass:
Processing umanchored persons ... )
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56.

Rasch analysis uses a process called joint maximum
likelihood estimation (JMLE) to determine scores for
students and the texts that make up the Bangla C-test.
What this means is that Rasch sifts through the data and
tries to determine patterns it can use to predict students’
scores and text difficulty values. It analyzes the data
again and again until it can predict fairly accurately.
Therefore, you’ll notice that the values in this table
become smaller and smaller and smaller. (For those so
inclined, Rasch is a special type of regression model,
wherein the slope of the regression equation is either
constrained to 1 or is an estimate of the population
variance, a2 This is what allows for the ‘specific
objectivity’ in the Rasch philosophy because slope
estimates are all the same and only intercept differ.)

Data fully connected. No subsets found

|Control: \Desktop\Bangla C-test.txt
JHLE HAX SCORE  HAX LOGIT

| ITERATION  RESIDUALx CHANGE Student

LEAST COMUVERGED
Text [H:13 RESIDUAL

1 1 38.86 4743 18 8= 1 -12.34

6.00 -.08580 16 7x 18 1.63

-5.99 -.8238 38 Sx 1.98

-4.83 -.8194 4 5= 1.31

-3.28 - 8166 4 5= 1.64%

eI wl sl wlN
4 e e e

-2.33 0171 4 ox .87

Output: \Desktop\20UB33WS.TXT
CATEGORY STRUCTURE]|

CHANGE|
.9926]
.5305]
.0706]

-.o184|
. 0188

L0187

57.

The table that appears at the end of the analysis provides
a summary of the student and text measures. The neat
thing about IRT is that it tells you how students compare
with one another in terms of language ability (or some
other construct) and how difficult texts (or other items)
are relative to one another. Student ability and text
difficulty are referred to as “measures.” This information
is contained in Table 0.

Red box: The analysis took 1.892 seconds on my laptop!
With this small data set, the analysis shouldn’t take too
long. However, we’ll see that it takes longer and longer
when we start to make modifications to our analysis.

Green box: The top half of Table 0 displays a summary
of the analysis for Students.

Blue box: The bottom half of Table 0 shows a summary
of the analysis for Texts.

Purple box: This last bit of the analysis shows us the path
where Ministep wrote an output text file of the analysis.
It also shows us the codes or scores, again, that were in
the data.

We’ll come back to this table later. Let’s check out a few
nifty graphs.

Time for estimation: 0:8:1.892
Processing Table 8
C-test guide (18 texts).xlsx

| Student

35 INPUT
TOTAL COUNT
1.2 8.6
| P.SD 42.8 -
.16 TRUE SD

35 HMEASURED
HEASURE REALSE
-.55 .15
.57 .85
.55 SEPARATION

53 1.1

18 INPUT

TOTAL COUNT

249.3 30.1 .68 .08 1.00 -1

1080.3 21 .48 .81 .32 1.2
.88 TRUE SD .39 SEPARATION

18 HEASURED
HEASURE REALSE

INFIT

| Text
|

| HEAN
| P_SD
| REAL RMSE

IMHSQ 2S5TD  OHHSQ ZSTH|
.92 -1 .93 .

3.48 Studen RELIABILITY .

OUTFIT (]

52 1.

IMNSQ ZSTD  OHNSQ ZST|
.99 -

.38 1.

5.085 Text RELIABILITY .08

|
|
|
ouTFIT i
I
|
|

Output written to C:\Users\Fantastic Hr. Todd\DesktopiZ0UB33US._TXT)
CODES="81 2 3 4 5 6 7 8 9 1811121314151617181928212224"

feasures constructed: use "Diagnosis” and "Output Tables" menus
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: s : 13 2 M= =
58. | In the main Ministep page, click on “Output Tables. jpEasuRs Seadent] H Bangla Ctestat
2 File Edit Diagnosis Output Tables €
. 13 . 99 Request Subtables 1. Variable maps
Clle on 12' TeXt' map 3.2+ Rating (partial credit]) scale 2.2 General Keyforn
2. Measure forms (all) 2.5 Categorny Avera
3.1 Summary statisi
10. Text (coelumn): fit order B. Student (row): fit
13. Text: measure 17. Student: measur
14, Text: entry 18. Student: entry
15. Text: alphabetical 19. Student: alphabe
25, Text: displacernent 42, Student: displac
26. Text: correlation 43, Student: correlat
] 11. Text: responses 7. Student: respons
E 9. Text: outfit plot 5. Student: outfit pl
' 8. Text: infit plot 4. Student: infit plo
i
1 23, Text: dimensionality 24, Student: dimens
59. | This is by far one of the coolest maps you will ever see | FAELZ 12.2 C-tesc guide (10 cexcs).xlsx

in your life (tattoo possibilities abound). This is what is
called a Wright map (named after Ben Wright, another
measurement guru) or variable map. It shows us the
distribution of students by their ability levels and the
distribution of texts according to how difficult they are!

What does this mean? Well, suppose you have two
English users for whom English is not their first
language: one is a first-semester English learner, and the
other is a professor of English literature who translates
English literary classics into Hindi/Urdu. Also suppose
we have two C-test texts: one taken from a first-grade
textbook, and the other is a clipping from the Baltimore
Sun (a newspaper). If both scored 24/25 on the textbook
text, we would not know who the more ‘able’ English
user is; we would think, “They both got 24/25, so they’re
equally ‘able’ English users.” However, by adding the
newspaper clipping, we can see that the student got a
high score on the textbook text and a low score on the
newspaper one. We can also see that the professor got a
higher score on both. With this information, we can
determine that the newspaper text is more difficult than
the textbook one, and the student is less ‘able’ than the
professor (all other things being equal). We can also see
how the texts and our two test takers compare on the
same scale!

On the left, in the “MEASURE” column, are the
measures for both students and texts (they’re on the same
scale). This is just like a ruler. Rasch analysis takes the
data and transforms it into what are called “logits.”
Logits are neat because the distance between logits -1
and 0 is the same as the distance between 0 and 1. This
is a crucial difference between Rasch analysis with IRT
and just using percentages. For the above example with
our textbook and newspaper texts and two English users,

INPUT: 35 Student 10 Text EREPQORTED: 35 S5t
MERSTTRE Student - MAPF - Text
<more>|<rare>
2 +
|
|
|
|
|
|
X |
1 +
|
A
T
|
X 18 T1 T1z
| T1lao T3 TS T3
i
a H OB+M
H | T
X |
HHHE |8 TI7
HE M|
| 4
L IT Te
MO |
-1 HEEE o+
HH 5|
£
X |
|
X0
T
|
-2 +

<lessr|<freq>
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if we give a total score on texts using percentages, we
cannot say that a score difference of 0 and 5% is the same
as the difference from 95-100%. To use a non-language
example, imagine we have three math problems on a test:
(1) 1+1, (2) 6 x 3, and (3) log224 — log23 = logsx.
Someone might get (1) and (2) (66%), and another
person might get all three (100%). But, given the
different difficulties of the three math problems can we
say that the percent difference between 1 and 2 is the
same as 2 and 3? If someone answers (1) and (3)
correctly (66%), are they as good at math as someone
who gets (1) and (2) correct (also 66%)? Probably not!

60.

We now know what the values are in the “MEASURE”
column; these are the measures (for the students and
texts), transformed into logits. Each X represents one
student, and the T1, T3, T11, etc. are the texts. The map
is oriented such that the more proficient Bangla students
are towards the top and the less proficient students are
towards the bottom. Also, for texts, more difficult texts
are towards the top, and easier ones are near the bottom.

Red box: For these two students, T6 is right at their
ability level. When students and texts line up like this on
the map, there is good ‘targeting,” which means we have
goodly amounts of statistical information that can be
used to calculate the positions of the students and the
texts. Thus, good targeting equals less error.

Think of targeting like a two-way faucet. If we turn the
faucet on and place a cup right beneath it, we get more
water in the cup. However, if the faucet and cup aren’t
lined up (maybe it’s early in the morning), some water
might miss the cup and end up in the sink. Bad targeting
is when you turn the water on and then remember to get
a cup from the cupboard. In this analogy, the water is the
statistical information. The better the targeting, the more
water in the cup that we can use to determine who is
more ‘able’ and which text is more difficult.

Blue box: There are no items that are close to these
students. We are therefore less sure of their positions
with respect to each other, and they will have larger
standard errors; this is good motivation to maybe try to
incorporate an easier text into the C-test in the future.

Green box: We have multiple texts at the same level of
difficulty, so, if our goal is to eliminate five texts to
create a five-text C-test, we may choose to eliminate a

hABLE 12_.2 C-test guide (10 texts) _xlsx

INPUT: 35 Student 10 Text REPORTED: 35 St

MERSURE Student - MARP - Text
<morer|<rarer

z +
[
|
[
[
[
[
x|
1 +
[
£ OIT
T|
|
E IS TL T1z
| Tio T3 TS T3
I
o X 54M
®| TL1
Mo |
MO 15 TI7
WL M|
S
KT T6
f'ml
-1 wonmm
¥H 8
b4
%

—

<less>|<freg>
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few from this group. However, also note that there is
only student at the level of these texts; this means we
don’t have much statistical information from the student
to tell us about these texts. We are trying to use one
faucet to fill several cups at the same time.

Lastly, note that the group of students on the whole
seems to be a bit below the group of texts; this is a sign
the texts were relatively difficult on the whole for the
group of students. Because many of the Bangla students
in this group are low-level learners, this makes sense.
Also, students’ scores or measures range from about -1.6
to 1.2 logits (more on this in a bit).

61.

Close the Wright map.

it - Notepad — O *
rmat View  Help
+ L
|
I
|
:
I
X 1
+
|
% 17
Tl
4 :S Tl T1z
I Tia0 T3 TS TS
X 1
62. Checking Assumptions
63. | In the same way that we would check to make sure certain assumptions are met before performing any

inferential statistics, we should also check to make sure that certain assumptions are met during our Rasch
analysis of the Bangla C-test data. There are three assumptions to remember when analyzing C-test data.

First, data should be independent (this should be familiar to you if you have background in statistics).
Because a student’s response on one C-test blank can influence their responses on other blanks, C-test
data are not independent. The same can be said for cloze tests. To get around this problem, we treat each
C-test text as a super-item; we add up the scores of individual blanks to get a total score for each text.
Therefore, treated as super-items, C-test texts are independent. There is some degree of dependency, but
researchers have shown the amount is not too terribly problematic (see Schroeders, Robitzsch, &
Schipolowski, 2014).

Second, performing a Rasch analysis is like performing a one-factor factor analysis. We want to see that
all the items we are analyzing are measuring the same construct (unidimensionality); in the case of the
Bangla C-test, we want to assess the degree to texts are measuring Bangla language proficiency.

Third, an increase in scores on the C-test should parallel an increasing in Bangla language proficiency.
In other words, thinking back on the Wright map, the greater the score, the higher up the Wright map we
expect students to be. The lower the score, the lower down on the Wright map the student should be, and
SO on.

Let’s have a look at these assumptions for the Bangla C-test that we are analyzing using RSM.
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64. | On the main Ministep screen, click “Diagnosis” and then 4] Bangla C-test b B
click on “A. Item Polarity (Table 26).” Fie Edit |Didgnosia| Output Tables
A. Item Polarity (Table 26) gg“}
B. Empirical ltem-Category Measures (Table 2.6) 2.1
C. Category Function (Table 3.2+) UE SC
D. Dimensionality Map (Table 23) bcore
E. Itern Misfit Table (Table 10) f 8¢5
F. Construct KeyMap (Table 2.2) pse *
65. | Red box: This is the reference number for the text in the | == Y \ e
analysis. If the text labels in the Excel spreadsheet are | | | =22 1| 2222 o0 veasoad [ = = 1
ordered 1-10, then the entry number and text number | —————] I IS | ——— 1 — 1
will be the same. In our case, the Bangla C-test is missing I T 203 30 -20 -07)
texts 2 and 8, so the entry number and the text number | | | 5 | I | ol
will be offset a bit. We will refer to these values when | | I O | . “od)
removing students or texts from the analysis. | E 186 3z .26 i |
| i 173 27 ] s |
Green box: These are the total scores and counts foreach | | | 1| ies et | I P
text. Scores are high because each text has a possible | 183 23 26 il |
score of 25, and there are 10 texts. Total scores are | { ' ; 262 S --97 -07)
highest for text number 5 and lowest for text number 10. | wEaw 2453 301 0o 071
| B.ED 100.3 2.1 -40 a1
Blue box: This is the ‘score’ that the text receives. | ~~~ ="~~~ ~~"""TTTTTTTTTTTTooTToooooooos
Remember that Rasch gives us the score for students and
texts! The lower the score, or “Measure,” the lower down
on the Wright map, and the higher the measure, the
higher up on the Wright map. Text number 5, our easier
text, is lower down with a measure of -.72, and text
numbers 1 and 10 are more difficulty (higher up the
map), with measures of .39 and .37. These values
correspond to texts’ positions on the Wright map above.
Purple box: These are the standard errors (SEs) for each
text. We want these to be low. Here, all SE values are
low, which is good news for our texts.
66. | Red box: We will talk more about Infit and | (7, txrrr | ourers Yemmasvmar zxact wachl |
Outfit statistics later when we talk about fit. |MNSQ ZSTDPMNSQ 2STHYCORR- EXE-| OBSH 3?' Text |
|1l.4% l.gll.52
Green box: This is the first assumption we want e Erd
to check. We want to make sure all texts are 1125 1.111.20
measuring the same thing. All point-measure AR e
correlations (PTMEASUR-AL) should be e i
positive. A negative correlation would mean a | .52 -2.1| .58
text is not measuring what the others are and | \ .75 %% -7
could mean that an item was coded in the
wrong dimension (if you’re working with a | Blue boxes: Blue boxes indicate two texts, T1 and T5,
Likert scale, for example) or that there was a | for which responses were better than the model
data-entry problem. All these are positive, | expected.
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which is great. The observed correlation,
“CORR,” should not be too different from the
expected correlation, “EXP.” Big gaps between
observed and expected values are signs that the
data are not fitting the Rasch model properly.

The “EXACT OBS%” is the percentage of
scores that are within 0.5 points of the expected
scores. The “MATCH EXP%” 1is the
percentage of scores predicted to be within 0.5
points.

67.

Scroll down to Table 26.3. This table gives us
a look at how the group of students performed
on individual blanks for individual C-test texts.
This is where we will check the assumption that
an increase in scores corresponds to an increase
in ability.

The image to the right is for the text whose
entry number is 7 but is T9 in the Excel column.

Red box: The “DATA CODE” and “SCORE
VALUE” columns go from a blank to 21. The
highest score on this text was 21. Note that
there are several missing values. No student
scored 12, 13, or 14 on this text. The “SCORE
VALUE” is the value, meaning someone who
got 21/25 was given a score of 21. There were
several missing scores, too, which are indicated
in the “SCORE VALUE” column by “***.”

Green box: The “DATA COUNT” and “%”
columns show the number of students were
received a particular score on a text. For
instance, 5 students did not attempt this text
(“***), 6 students got a score of 5/25, and only
1 student got a score of 21/25. The “%” is the
proportion of students who received that score.
Because 5 students did not attempt the text, this
proportion is out of 30.

Text CRATEGCRY /OPTIOH./DISTRRI

|ENTRY paTa [ scoRE | ;jars I )
INUMBER COCDE | VALUE | COUNT % |
j———————— ] 4 +—-

I 7 aoww | s| 1as)

I 1 1 al 13

I z z z 7

I = z 1| 1 s 1]

I 4 2 | z T

I 5 5 & zo |

I & & | 3 10

I 7 T z 7

I = g | z 7

| = = 10 1

I 11 11 | 1 3

I 15 15 | 1 z |

I 18 18 | 5 7

I z1 L 21 | | 1 N Y

Blue boxes: This is where things can get a bit hairy
when analyzing the data from a small sample of test
takers with Rasch. Ideally, we should have 10
responses for each response category when analyzing
data with PCM. If our texts have 25 categories (25
blanks), then we should have in the neighborhood of
250 responses for the best possible PCM analysis. Our
Bangla C-test sample size (n = 35) is nowhere near this
number. For RSM, which we are doing here, we can
have less than 10 responses per category, but, for both
RSM and PCM, fewer responses mean less information
to determine test and student parameters. “Parameters”
in Rasch refers to the discrimination ability of texts and
students and the positions of texts and students relative
to other texts and students.
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Red box: These are the students’ N

. SCOEE | DATR | LBITETY 5.E. INFT OQUTF PTMR | |

scores or the student ability measures | varvs | couonT s I} MEAN | 2.SD MEAN MNSQ MNSQ CORR.| Text |
——————— o -

(“ABILITY MEAN”). As the scores | ... | AU P AP
from the “SCORE VALUE” column o I Il b :
go up, we expect students’ ability 3 1osaf -.es .00 34 -1z |
measures to go up. Recall that a s Sl CEIO: o od s |
negative measure means lower down £ ] I e omorE e s |
on the map and a positive value means 8 z 7] -.e1+ 34 .34 2.2 2.4 -.07 | [
higher up on the map (ie, more | 1| 3 0l| | e eresee
ability). Students who scored 1/25 o Lo w0 e se 2 5o |
have a measure of -.59, and the one 21 | 1ozl 17 00 5 .6 .56 | I

who scored 21/25 has a measure of
1.17. So far, so good! However, when | A nice progression is expected by the Rasch model—our
a nice progression does not happen, we | second assumption. The model’s ability to determine how
get the “*’s.” These mean, “Wait... A | students stack up is a function of how many students we have
student who got a score of 20/25 has a | in the analysis to make this determination. With few students,
lower ability measure than a student | we get some disordering! Not great news, but we’ll see how

who got 18/25?7 things work out. All texts have some disordering.
Close out of “A. Item Polarity (Table 26).” - .
S9:-48 L
3.92.1
Instead of looking at whether an increase in scores ACT DIFFICULTY MEASUSE g ;«4 _B____I-_C—_t_ tm
matched up with an increase in student ability for each e oo oy - Edg_t R o N
______________________ ile i iagnosis | Cutput Ta

individual text, let’s look at scores across all texts. ) e
A. ltemn Polarity (Table 26)

. een g v X s - B. Empirical ltem-Category Measures (Table 2.6)
On the main “Ministep” page, click on “Diagnosis” and C. Category Function (Table 3.2+)

then click on “C. Category Function (Table 3.2+).” D. Dimensionality Map (Table 23)
E. ltem Misfit Table (Table 10)

F. Construct KeyMap (Table 2.2)
(3. Perenn Micfit Tahle (Tahle A1

i)

nm=nm
PR T P [ )

T
.
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71. | Intable 3.2, we can look at scores on the whole catzcony | omszafebioasvo dfeereimrrr ourrrri) mwercs |catzcony|
| LABEL SODNE COUN| |AVRGE EEFECT| MNSQ MNSQ||THRESHOLD| MERSURE|
and how they compare to the range of student | H—t— " i
ab'“ty : 2 2 22 |:1_20~ 1_2]: 1;; 12;:: N?Iqua _2::):2
S | B | S5 St TR A
. : Vs el ELE TS 0 T Tea i -aee s
Red box: Notice again how scores go from 0— IR | B | ] e i A A
24 | 7 7 13 | —:EG —:Ell :43 :4'?I| -.84 | -:5'? 7
| 8 8 18 | -.58 f--511 -71 -B1l1 -.50 | -.45 | 8
| =] =] 17 | —.48 g-.41| .78 -8l —-.40 | -.33 | &5
R | 10 10 15 | -.24 §-.32| 1.01 S821 -.24 | -.Z2 | 10
Green box: We have a lot more students scoring ISl | I | TR It - e R e
in the 1-11/25 range on the Bangla C-test L1 Sl O I S O e
overall, which is not surprising given the | ||| H—H— 10 DL nD E
number of low-level learners. S | I | Ve ISt Y S i
| 13 1% 2 | 42+ efl 1.77 1.54]]| 2.24 | -93 | 18
| f"J E"J ‘_1 | 1.34 1.39II E?I 1.20 | E"J
Blue box: Note that the ability measures range | ||z i [=—sttr—rrte= o: 1511 2061 105122
from -1.15 to 1.57. There are four disordered | || 5 || 2|f vor e 22 sii “re o 2om e
categories (*’s) across our 0-24 scale. ' ' h '
Purple boxes: These disordered categories have The “"ANDRICH THRESHOLD” is an important
fewgr res oﬁses Recall that abo%t 10 per concept when analyzing rating-scale data that we
catedo ispi deal for stting the student o der?n conveniently gloss over when analyzing C-test data.
i h? Fryr “CATEG(?RY I?ABEL L” despit 23 The values in this column are the point at which—in
re% dnsc;s for this cateqory. the * i ]ikeelsp duee o terms of student ability—students have a 50% chance
thoze 7 students who gco)r/éd 0/25 we )rlobabl of endorsing a higher or lower category. For 5-point
assigned scores of 0/25 on sevéral fexts fo¥ Likert items, say, it can be very nice to know how
stud%nts who simplv ran out of time on a aiven respondents will endorse an item given a certain
text (or for Whate?/gr other reason) resulti?\ N amount of a construct of interest. Because C-tests
the disordering we see here ' g have 25 categories, knowing at which point a student
g ' is 50% likely to score 11/25 versus 12/25 is less
useful, particularly when analyzing data with small
Tthil c;vc?ragl.l‘ tparallel bitwien sz:lc;res and samples of students. This is undoubtedly an area of
STUAEnIs abitity measures Looks good. contention when using Rasch to analyze C-test data,
and one we readily recognize.
72. | Close table 3.2. o= ba
- O X
L]
73. | So far, to address the third assumption, we have been

looking at a lot of tables. Let’s take a look at one more
chart to better understand what we mean by increase in

scores corresponds to increase in measures.

On the main “Ministep” page, click on “Diagnosis” at
Item-Category

the top and then “B. Empirical
Measures (Table 2.6).”

‘(ﬂ Bangla C-test.bet
“= File Edit Diagnosis = Output Tables Output Files  Batch

A, Item Polarity (Table 26) T
B. Empirical ltem-Category Measures (Table 2.6) <
C. Category Function (Table 3.2+)
D. Dimensionality Map (Table 23)
E. ltermn Misfit Table (Table 10} ==

iED
F. Construct KeyMap (Table 2.2) R
G. Person Misfit Table (Table &)
H. Separation Table (Table 3.1) PAR

l I Toaos 4f TMOUT 4@ Mracunrn
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74 Table 26 iS similar tO the erght map in E)Esez‘_::d Avf;age Lf:asuzfi for ituden: -:uns:c:red)a-:by D}:sezved Category)
some ways. Running left to right, we have s A A
the logit scale. Each text has one row of | Lo2sdpeTiotitzteinzo | me
values. Text numbers and their entry | [ :13;3'3'#9:133 e iy
numbers (“NUM”) are shown on the right- | Sizaf7iiicies] 713
hand Slde Of the map i 3"4"”;111314"1"4 i 3 Til
| |
Red box: Ideally, we have something like : 1 ssevasporiiziairie R
this. Scores are nicely aligned such that : [ :
lower values are to the left (lower down on : e 0w TR
the logit scale) and higher scores are to the P e o L T S T T
right. Values here are “5, 6, 8, 9, 10, 11, ST N
12, 14, 17, 20, and 22.” In other words, T s s T o
. 0 20 €0 80 30 353 PERCENTILE
completing more blanks corresponds to a
higher score on the logit scale. Fewer
blanks —corresponds - with ~lower logit Green box: The top row of numbers represent our Bangla
Scores.
test takers. In the second row, “M” stands for ‘mean,’ and
Blue box: Text 10 (T10) has some :i/’[, fr}? “T” (ilndicated 1 elllnc(i1 21.stanc:ard di\{ia‘f[iﬁ)ns from rrfle;ﬁn
disordered blanks. The disordering, as we texf scor\;ge(h;?r‘:;s?e a;nshorlsnfhg ot)el‘lrill %]ext?jifni‘?sﬁlto atg
saw above, is probably due to the fact that logit ¢ test t E below this line. Agai y thi
we had too few test takers who were able og:(s), mos kes a4 ershappﬁar € ov‘l’( 1S mel. hgalnl, '?
to complete the number of blanks makes sense, knowing that the test-taker sample has a lot o
indicated by the disordered categories. low-level learners.
The fact that they are not too disordered,
however, is a good sign!
75. | We’ve looked at a lot of tables so far. Let’s do a quick recap of for checking assumptions.

(1) Independence of data: This is addressed by treating C-test texts as super-items. Research shows there
is still some dependency in C-test texts, but the amount does not mess with the analysis too much.

(2) Dimensionality: Check to make sure all texts have positive point-measure correlations and keep an
eye out for (a) negative correlations and (b) big gaps between observed and expected values. By
eliminating some misfitting students and texts (this is coming up shortly), values in (b) may improve. If
you have negative correlations, check how the item was scored, if there was a data entry error, or consider
eliminating. We will discuss how to remove the item from the analysis in Ministep shortly.

(3) Increase in scores = increase in measures: Look at the category frequencies in tables 26.3 and table
3.2 as well as the observed average measures in table 2.6. You should see a parallel between increasing
scores and measures. Depending on the size of your dataset, you will likely have more or less disordered
categories (marked by *’s).
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76.

Close table 2.6.

31 2017 5:48 LN
MIMNISTEER 3.532.1

| .I]
Ta

77.

Analyzing C-test Data-Part 1

78.

Now that we’ve looked at the assumptions for analyzing data with the rating-scale model (RSM), let’s
start to analyze some data. You may have noted that, at the beginning of this practical guide, 1 said we
were going to analyze our C-test data with both RSM and the partial credit model (PCM), and we will!
As we go through the analysis, we will hop back and forth between RSM and PCM analyses so that we

can see—in action—what’s different between the two models.

79.

Let’s start by looking at the overall model fit of the
Bangla C-test with ten texts before removing five texts
to optimize the test.

In the main Ministep window, click “Output Tables”
and then click on “3.1 Summary statistics.”

Another text file opens up.

Cormd =

ﬂ Bangla C-test.bet
File Edit Diagnosis = Output Tables

1. Variable maps
2.2 General Keyform
2.5 Category Averages

3.1 Summary statistics

0
20.
21.
29,
22,

. Student (row): fit order 40, ¢

17. Student: measure

3.t

80.

In the text file that opens up, you’ll see two tables. The
first table is table for the student (or person) information,
and the second table is for the text (or item) information.
This information is similar to that reported in table 0 on
the main analysis page. Let’s start by looking at the first
table with student information.

Red box: The “Total Score” is given in the first column.
The mean number of correctly restored blanks on the
Bangla C-test was 71.2. The highest score was 197.0,
and the lowest was 6.0.

Blue box: The values in the “Count” column indicate the
number of responses made. Because our items are whole
texts, these values indicate the number of texts. The
mean number of attempted texts was 8.6, the most was
10.0, and the lowest was 3.0.

STHMMRRY OF 35 MEASURED St

e
| TOTRL
| SCORE COUNT
I _______________ S S ——— - — —
| MERN T1l.2 g.¢&
| B_SD 4z .8 2.3
| 5.5D 43.5 Z.3
| M. 137.0 10.90
| MIMN. a.0 2.0
I ______________________________
| BEEAL BMSE -1a TRUE 5O
|MODEL BRMSE .15 TRUE 5O
| §.E. OF Student MERN = .10

Student BEa&W SCORE-TO-MEARSURE O
CROMNBACH ALPHR (ER-20) Student
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Moving to the right, we have two more columns, a Student
“Measure” column and a “Model S.E.” column. | o ____________________.

| MCDEL
Red box: The average student ability measure is -.55 on MEASTIRE S E.
the logit scale. The high is 1.17, and the low is -1.56. If N P — £ S —— -
you recall, the overall set of texts appeared to be slightly - .55 .14
above the group of test takers. The -.55 value confirms 57 .05
our eyeballing earlier. Because texts are anchored at 0 on 58 05
the logit scale, the fact that the mean student measure is 1.17 .37
-.55 indicates that, on the whole, our test taker sample is | 1-58] -11

slightly below the mean of the texts.

Blue box: These values are the standard errors (SES)
associated with each measurement. For the most part,
these are on the low end, which is great. The higher .37
for the high-ability student is likely because we have few
texts at the ability level of this student. Think back on the
Wright map above. If students and texts line up on the
Wright map, we have more statistical information with
which to estimate that student’s or text’s position relative
to other students and texts on the map. We are less sure
about the high-ability student because there is no text at
his or her level. A look at the map in #60 shows a lone X
at about 1.17—and, sure enough, there is no text at the
student’s level.

The last two columns in table 3.1 are the model-fit | . ___ _________

indices. These values indicate how well the overall INFIT OUTFIT |
Rasch model is working giving the data we are MNSQ ZSTD  MNSQ Z5TD |
analyzing. We have here the “Infit” and “Outfit” | cmmmmmmomooooo |
statistics, along with their mean square (“MNSQ”) and L.sd [ -.9d (.23 [-.4.
standardized z-score values (“ZSTD”). Infit statistics tell 53 1.1 52 1.1 |
us about the extent of the misfit when a text is targeted .53 1.1 .53 1.1 |
at a student’s ability level (i.e., they are at about the same z2.31 2.4 Z.41 2.5 |
location on the Wright map). Outfit statistics tell us .14 -Z.g 13 -2.§ |

about the extent of the misfit when a text is not targeted | --———---------------—-—————— |
at a student’s ability level (i.e., the text is above or below
the student’s location on the Wright map).

Red boxes: We expect the MNSQ values for both infit
and outfit to be about 1.0. Values < 1.0 mean there is
some redundancy in the items or dependency in the data
(overfit). Values > 1.0 mean there is noise in the data
(underfit). MNSQ values tell us how much misfit (over
or under) there is in the data.

Blue boxes: These ZSTD values tell us not how much
misfit there is but the likelihood of the misfit. Think of
these as indicating how worried you need to be about the




degree of misfit. We want these values to be around 0
(not worried at all), but values > 2.0 mean “Here’s a red
flag; check it out.” ZSTD values are sample-size
dependent (like p-values), however, so the more test
takers we have, the higher the ZSTD values will be.
ZSTD values are not too terribly helpful. If we have a
large enough group of test takers, ZSTD values will
always be > 2.0.

83. | What is this “fit” business?
Remember that just about everything in statistics boils down to one, simple action: putting a line on a
bunch of points. How we get the line is what folks (annoyingly) call the ‘model.” If we put a flat line on
a set of points, our model is the mean. For correlation and regression analyses, we are plotting a diagonal
line on a bunch of points. In IRT, we don’t plot a flat line or a diagonal line but an S-shaped line, also
called a “sigmoid” or an “ogive.” Also in IRT, we don’t care about the points individually but the overall
response patterns. We’ll come back to this in a moment. Let’s look at each of these in a bit more detail
to understand what we mean by model fit.

84. | The Mean

First, the mean is our most basic model. Again, the mean
represents a particular line—a flat one—that we put on a
bunch of points (our data). The more snug the mean line
is on our set of data points, the better the fit.

Imagine that we want to know on average how many
presentations graduate students give per semester in the
course of their program (I always think we give too many,
so | am venting through this example). In the scatterplot
to the right, each number on the horizontal x-axis
corresponds to one graduate student. There are six
students represented here. On the vertical y-axis are
shown the number of presentations each student gives.
Student 1 gives 2 presentations per semester, student 2
gives 3, student 3 gives 5 (the nerve), student 4 gives 4,
and so on. We can add up the total number of
presentations and then divide by the number of students
to figure out the average number of presentations given
by our group of students each semester (the mean).

Using the formula to the right, we get the following:

22+3+5+4+5+2)

Presentations
IS

S(udent4
The formula for the mean looks like this:

Xx

n

X =

The "x" stands for ‘mean.’ The big “Y" thing
just means ‘add up.” The “x” represents the
values for the points on the scatterplot, and the
“n” stands for ‘the number of people.” Put
together, this means ‘add up all the points and

divide by the number of people.’
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x= 35

The mean (our model) is 3.5! On average, students give
3.5 presentations per semester. The mean is a model
because no one actually gives 3.5 presentations. (Well,
you might panic halfway through and stop, or you might
only finish half your content, | suppose. Your advisor
might say, “Todd, that was really only half of what I was
expecting.” You get the point.) For the data in our plot,
the mean is a good representation of the data; the model
fits.

85.

Now, as you probably know (or can remember an instance
of), people freak out when there are outliers in the dataset,
particularly when the dataset is small. We were talking
about infit and outfit statistics above. Well, outliers mess
with the fit. In other words, outliers make our lines (our
models) jump around more than we want them to.

Take another look at the plot to the right. Instead of giving
2 presentations, this data tells us that student 6 gave 20
presentations. The student is either overly ambitious and
views PowerPoints as the path to enlightenment, or the
undergrad we paid to enter data into Excel messed up
somewhere in the data-entry process. We’ll reluctantly
assume the latter.

If we revisit our mean equation from above, we get the
following:

>2+3+5+4+5+20)

6
39
=%
= 65

Presentations

3
Student

Our mean is now 6.5 instead of 3.5, and we can
clearly see in the above plot that the line is well
above most of the data points. The line (our
model) doesn’t fit the data so well.

Violations like this are what prompt people to
use non-parametric statistical analyses, which
often use the mode or the median to represent
the data. The mode for our dataset above would
be 5 and the median would be 4.5 (picture the
line moving around); both the median and the
mode would represent our data better, too.
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86.

Great, so we’ve covered the mean as a model and talked
a little bit about how outliers mess things up. The next
couple of concepts to talk about are deviation, standard
deviation, and variance. I know this isn’t a stats course,
but knowing these few concepts do make what | talk
about later a bit easier to digest.

The dashed red lines indicate the different between the
observed point (the black dots) and the mean (our model).
How far each point is away from the mean is the
deviation. Student 1 only gives 2 presentations per
semester, but the average is 3.5. Therefore, the deviation
for this student from the mean is (2 — 3.5 = -1.5). Student
3 gives 5 presentations per semester, which is 1.5 more
presentations than our model 3.5 (5 — 3.5 = 1.5). We can
add up all the deviations to get the total error for our mean
model, like so:

Z(x — %) = (=1.5) + (=0.5) + (1.5) + (0.5) + (1.5)
+(=1.5)=0

So, by adding up all the deviances, we learn that our total
error for the model is 0. Now, we know this can’t be true,
because clearly the points on the plot are spread out
around the mean. The problem is that some points are
negative and some are positive and therefore add up to 0.
To get around this problem, we square all the deviances
and then add them up, getting the sum of squares (SS) or
the sum of squared errors (SSE).

Sum of Squares

SS = Z(x _ %)

The above equation for SS should be fairly easy to
decipher at this point. It means subtract each point from
the mean (x — X), which gives you the deviation, square
them (%), and then add them up (X). The SS for your
mean model of student presentations is thus 9.5!

Pracamations

Student

5S = Z(x —%)?

= Z(—l.S)Z + (=0.5)2 + (1.5)? + (0.5)
+ (1.5)2 + (—1.5)2

- 2(2.25) +(0.25) + (2.25) + (0.25) + (2.25)
+(2.25)

= 9.5!

87.

The problem with SS is that it depends on how many data
points you have; the more data points or observations you
have, the larger your SS becomes. Therefore, it’s not
really a statistic that we can use to make comparisons
across models or analyses. But, we can take the average
of the SS, which is the variance. “Variance” means ‘On

Using the equation to the left, our model
variance is...

SS _9.5_19
(N—-1) 5

variance =
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average, how much do my points vary off the mean line.” WWe can now say that our average error in our

The formula for the variance is given below. model (our mean line) is 1.9 presentations.
However, because we squared the deviations

variance = —S_ — Ze=D? of each point, the 1.9 really means ‘1.9
(N-1) (N-1) presentations squared.” To generally avoid

o having to explain what that means to anyone,
The tOp half Of the equatlon IS the one for SS. The “N-1” we take the Square root Of the Variance’ Wh'Ch

at the bottom is for degrees of freedom, which is the total ljyes ys the standard deviation (SD).
number of groups or datapoints minus 1. Explaining
degrees of freedom is always awkward for everyone, so SS )

just Google it. It basically limits the number of SD = N—D_ 5~ 1.38
comparisons that you are allowed to make. We have six
students, so our degrees of freedom is df = (6 — 1) = 5.

88.

Most statistics boils down to putting a line or lines on points. The ‘model’ is an equation that gives us a
line that we can then put on our points. The most basic model is the mean. How well our model fits the
data points is what we call “model fit.” How far an observed value or data point strays or varies from the
mean is called a deviation. We can’t add up all the deviations to get a sense of the ‘average deviation’
because deviations are usually both positive and negative. To get around this issue, we square all the
points and then add them up, giving us the sum of squares (SS) or sum of squared errors (SSE). The
average of the SS is the variance. The problem with variance is that it is in squared units. To get around
this issue, we take the square root of the variance, which gives us the standard deviation (SD). Outliers
make the line (our model) jump around, affecting the fit, so we don’t like them.

89.

Correlation and Regression

Let’s move on from our mean as the model of interest and look at a regression model. Recall that, in
regression, we are not plotting a flat line on the data but a diagonal one. Again, things like “regression”
and “logistic regression” still boil down to one thing: putting a line on points (don’t let yourself get overly
bogged down in the jargon); our line is just a diagonal one. We are talking about mean and regression as
models because knowing what’s happening with them will make understanding IRT models a bit easier,
and Rasch is a type of logistic regression.

90.

In the graph to the right, we have yet another model—a
regression model (the diagonal line). In regression, we are
interested in making predictions. Let’s take an example. =
The more time | spend in Bangladesh, both the better my ,
Bangla becomes (more or less) and the more Bangladeshi ‘

food I eat. Bangladeshi food, like most subcontinent food,
IS very spicy. So, as a researcher and test developer, I
think, “Maybe there is a relationship between spice

BanglaScore
N\

tolerance and scores on a Bangla proficiency test. Just E
maybe, the more spice-tolerant a Bangla learner is, the ‘e i
better they score on a Bangla test.” | therefore predict that e

higher spice tolerance corresponds to higher Bangla . /’

scores. ’

SpiceTolerance

In the graph to the right, my x-axis or predictor variable
i1s “SpiceTolerance” (measured in number of peppers a
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learner is able to consume in a day) and my y-axis or
outcome variable is “BanglaScore” (scored out of 100).

91.

Red arrows: In the graph to the right, the learner with a
spice tolerance of 10 has a score of about 38 on the Bangla
test.

Purple line: Now, what score would a learner get who has
a spice tolerance of 20, or who can eat 20 peppers a day?

Green arrows: We can use our model to make predictions.
If a learner has a higher or lower spice tolerance, what
will their corresponding Bangla score be? Here, we can
use our model to predict that a learner with a spice
tolerance of 20 will obtain a Bangla score of about 72!
Useful stuff!

BanglaScore
N\

4 10 peppers

0 10 20 30
SpiceTolerance

92.

But, where does this line come from? We can just draw a
line across our set of points to get a very crude snapshot
of the relationship between spice tolerance and Bangla
scores, but, where students are concerned, we want to be
as accurate as possible and use the best possible model.

So, instead of drawing a line across the points, we use a
mathematical formula to get our diagonal line (our
model). The formula is shown to the right. The slope of
the line (“a”) determines the gradient of the line, and the
incercept (“b”) is the point at which the line crosses the y-
axis. Both slope and intercept are what we call
“parameters.”

The slope of the line for the above data is about 3.8, and
the line looks like it crosses the y-axis at about 3.5.
Therefore, our model/line/equation is...

y=3.8x+33

You may have noticed that I cheated slightly and said the
“slope of the line for the above data is about 3.8.”
Thankfully, we have statistical software to give us this
information. 1 plugged the data into R, and R told me the
slope is 3.8. It also told me the intercept, but I ignored it
and used by eyeballs.

In summary, we plug the data into software, we let the
software tell us what the slope and intercept parameters

y=ax+b
y = “BanglaScore”

a = slope

b

x = “SpiceTolerance’

b = intercept

\We can use our y = 3.8x + 3.3 model to make
predictions. Recall that “x” is spice tolerance.
S0, plugging in 10 for x (10 peppers), we
get...

y =3.8(10) + 3.3
=38+ 3.3
=413

Someone who has a spice tolerance of 10 will
get about 41.3 on the Bangla test! Looking at
the graph with our line on it, that number
looks about right.
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are for our line, and we use the line/equation/model to
make predictions. That’s regression, folks.

93.

Next, we used the spice tolerance and Bangla score data
to generate a model to make some predictions. But, how
do we know that this model is a ‘good’ one? The answer
Is: We compare it to another model. The other model that
we have readily available is the mean. So, we use the
computer to tell us whether our diagonal line is better than
the flat line for making predictions. Whenever someone
who uses regression reports statistical significance, they
usually mean that their regression model is significantly
better than the mean for making predictions.

Before we go into details, the regression model, just like
the mean one, has error in it (just about everything we do
has error); our data points never exactly fall on the model
line. For the mean, how far a point is off the line is called
a deviation. We have the same thing in regression, but
statisticians decided to call them residuals.

BanglaScore
*

SpicaTolerance

In the above graph, residuals are shown with

the dotted red lines.

94.

Just like for the mean model, we can see that our data
points in this example fall both above and below the line.
Therefore, if we add them all up, values cancel each other
out, and we end up with something close to 0. However,
also like the mean model, we get around this by squaring
each value and then adding them up. For regression, this
is know as the sum of squared residuals (SSr).

Now, we fit a regression line to the model, but the line
might not be a very good one, so, as noted above, we can
compare it to the mean to see if it’s much better than just
using the mean.

We take the same set of data points, but this time calculate
the SS for the mean (shown in the middle graph). Each
red line represents the deviation of the point from the
mean. We will call this SSx where “x” stands for ‘mean.’

The next step is to calculate the difference between the
SSx and SSr. If there is a big difference, then the model
is better than the mean. If there is little difference between
the SS of the models, then our regression line is just about
as good as using the mean to make predictions about the
data—and so we could just use that. The difference
between SSx and SSr is the sum of squares of the model
(SSm). See the bottom graph.
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Just how much better the regression model is than the
mean for capturing the data can be expressed as R2. R? . 2
tells us how much variance is explained by the model, and o
this value is a percentage. The R? formula is thus. .. ’

_ SS S PO R S |

RZ— o d s
SSy : N

95.

Also like the mean model, outliers mess with the fit and .
make the line jump around.

If you look at the graph to the right, we have one outlier .
at the bottom right. This person has an insane spice : *
tolerance, and yet they got a very low score on the Bangla '
test. This one outlier pulls the line down, makes the slope S
flatter, and makes the line fit the data much worse. Now .

think about the comparison between the mean and .

regression as models for this data set. Do you think there
would be that much of a difference? Would the R? be large
or small?

BanglaScor
\

SpiceTolerance

96.

To quickly summarize this section, when we talk about correlations or regression, we are talking about
fitting not a flat line to the data but a diagonal one. We calculate the diagonal line usingthey =ax + b
equation, where a is the slope and b is the intercept. The computer looks at the data we input and then
returns the line that best fits the data—in other words, it fills in the a and b values for our data. We can
then use this line to make predictions. To determine whether or not the regression model is really any
good, we compare it to the mean. We calculate SS for both mean (SSx) and regression (SSr) models and
then look at the difference between the two. The difference can be expressed as SS for the model (SSw).
We divide SSm by SSx to get R?, which tells us how much variance (dots off the line) is ‘explained’ by
the model. Outliers mess with how nicely the line fits the data points.

97.

Rasch Analysis and IRT

Now let’s talk about our last model or analysis for this series of three models—the Rasch model. As
noted, the Rasch model is a type of logistic regression. Knowing what we know about regression and the
mean as models, making sense of Rasch data should be a lot easier. There are two things that we would
like to point out to get things starts. First, the y-axis or outcome variable in Rasch analysis is not a Bangla
score but a probability. Second, Rasch analysis/IRT does not use the data from individual points to
calculate models—it uses patterns of responses for individuals across all items. So, instead of using a
line to predict the likelihood of a probably response (a single data point), we use Rasch to predict the
probability that a person would get a series of items correct or incorrect (i.e., a person’s response pattern).
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98.

The y-axis or outcome variable in Rasch analysis (and
IRT, but from now on we just talk about Rasch) is not a
score but a probability. Rasch is a form of logistic
regression. Think about this: For regression, a crucial
assumption that you have to meet before you can perform
the analysis is linearity; when you correlate your two
variables (BanglaScore and SpiceTolerance), the data
need to correlate so that you can put a line on the data
points at some angle.

If we correlate data between spice tolerance (a continuous
variable) and a series of right/wrong or 0/1 answers for
responses to questions on the Bangla test, we get the
graph to the right. The data points are either at the top of
the graph (the 1’s) or the bottom (the 0’s); they do not
create a linear set of data points, and so the assumption of
linearity is violated.
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99.

We get around the linearity problem in Rasch by
transforming the y-axis or outcome data into
probabilities. In other words, we want to know the
likelihood that someone will get a response correct or
incorrect, and that likelihood can only range from 0 (no
chance in hell) to 1 (a sure-fire guarantee).

In the graph to the right, this is what the Rasch model
looks like. Notice that the “PO” on the y-axis only goes
from O to 1. The values on the x-axis are the ‘ability’ of
learners, such as Bangla ability or pepper-eating ability.
Because the probability can only range from 0 to 1, the
curve kind of tapers off close to 0 and 1 and bends inward
or outward, making our model line an S-shaped one,
which is called an “ogive” or a “sigmoid.” If this is one
question, the further to the right we move on the x-axis
(the more able/proficient/spice-tolerant a learner is), the
more likely a learner is to get this item correct (closer to
1). The more we move to the less (the less
able/proficient/spice-tolerant a learner is), the chances of
a learner getting this item correct decrease substantially.
People are never 100% likely to get an item right or
wrong, which is why the curve is S-shaped.

Item trace lines

| | |
ftem1

P(e)

In Rasch analysis and IRT, this type of curve
for an item is called an “item characteristic
curve” (ICC) or an “item trace line.” We can|
get a trace line for the entire test, too, and this
is called a “test characteristic curve” (TCC),
which is the sum of all the ICCs in a test.
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100.

As we noted above, what counts as data for Rasch
analysis is not the individual data points but rather the
response patterns (even though we need the data, of
course, to get the response patterns). What we want is a
line not that we can use to predict individual scores but a
line that can tell us the likelihood of a string of responses
being observed.

Consider the information to the right for a test made up of
four dichotomous items. There is one column for each
item. For four items, all sixteen possible “Response
Patterns” are shown—in other words, there is no other
possible combination of right/wrong answers a four-item,
dichotomous test. In the “Count” column, these values are
for the number of test takers who obtained the
corresponding response pattern. For instance, 44 people
got every item wrong on the test (0000), while 75 people
got every item right (1111).

We feed this information into the Rasch analysis to get
the S-shaped curve that describes the response patterns of
the data in our dataset.

Response

Patterns Count
0000 44
0001 65
0010 25
0011 40
0100 4
0101 6
0110 4
0111 12
1000 7
1001 9
1010 25
1011 29
1100 2
1101 8
1110 38
1111 75

101.

Though the actual math is beyond me (can’t remember
calculus from high-school days), we feed the response-
pattern data into the Ministep software to estimate the best
possible line. In our linear regression example above, we
compare our regression model with the mean to figure out
whether or not the regression model is any better than the
mean. In Rasch, genius mathematicians and statisticians
came up with algorithms to fit the line to the data. After
one Rasch, S-curve model is fit to the data, another one is
fit, and the first model is compared with the second. This
process continues until we obtain the line that best
predicts the response patterns in our data.

The actual Rasch model is given below:

1

1 —exp [—(ajO +d)]

In the above model (how we get the line), “a”
is the slope and “d” is the intercept; we still use
slope and item parameters for Rasch analysis,
just like the linear regression model. The “©”
or ‘theta’ is the ability, proficiency, or spice

tolerance (etc.) of a test taker.

102.

Now that we know how Rasch generates a model for the
data, let’s conclude this section by talking a little bit about
fit, which is where we left off in the analysis of the Bangla
C-test data.

To the right, we have the responses of 19 test takers to a
10-item test. This is called a “scalogram.” Test takers are
sorted with high-ability test takers at the top, and low-
ability test takers towards the bottom. There is one
column for each item. Easier items are towards the left,
and the most difficult items are towards the right. Young

Young A
Walsh
zZzoe

Mal
River
Charlie
Youssef
Soujin
Zzhizhou
Liz

111111111

101111111
111111101
111111110
111111100

11111§11000

1111101010
1110101000
1110110100
1110010100
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A is the best test taker, since we can see that she got all
items right (1111111111). Jane (not surprisingly) is one
of the worst, getting all items wrong (0000000000). In
between Young A and Jane, we have other test takers with
a range of ability levels.

Red box: We have a lot of 1°s in this corner; the test takers
with the highest ability levels are getting all of the easier
items correct.

Blue box: We have a lot of 0’s in this corner; the test
takers with the lowest ability levels are getting the most
difficulty items wrong.

This is what we would expect in the response patterns of
test takers when we have test takers with a range of ability
levels and items that span a range of difficulties.

Sudipta
Carly
Todd

TJd
Harrison
Sean
Nick
Simon
Jane

1101010000
1110
0000
1010
1001
1100
0100
1000
0000000000

103.

The fit of the Rasch model is affected by funky items and
funky response patterns. Often, misfitting items are a
result of misfitting responses.

In the response patterns for the 10-item test, there are
several unexpected response patterns. Depending on
where these patterns are located in the response string, we
get high infit or outfit (i.e., misfit) values in the Ministep
output (see [82] above).

Red box: Walsh’s response pattern is strange. He is a
high-ability test taker, so we would expect him to get the
easier items correct. However, he scored a 0 on the second
item. Given his ability, this is an unexpected response.
Walsh maybe got this item incorrect because he dozed off
or perhaps there was a data-entry error. Thinking back on
the Wright map, this item would be below Walsh,
meaning there is a higher probability Walsh would get
this item right. Therefore, Walsh would have a high Outfit
mean square value.

Blue box: Todd’s response pattern is just as weird. Todd
is (true to form) a low-ability test taker; accordingly, he
got all the easy items and most of the middle-difficulty
items wrong. However, for whatever reason, he got the
two most difficulty items right. Recalling the Wright map,
these items would be well above Todd, and Todd would
have a high Outfit mean square value as well. Todd
maybe cheated on these items, which is why he got them
right, or they were lucky guesses.

'Walsh’s ability is about here in relation to the
test, but we are seeing a strange response
pattern outside this range—hence the outfit
mean square being high.

| s~
[Wwalsh 10111241111 §)
\ -

|

| Todd

Todd’s ability is about here in relation to the
test, yet we are seeing strange response
patterns well outside this range—again, hence
the high outfit mean square value.
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104.

That’s for outfit mean square values, but what about infit
mean square values? What does a high infit score mean?

Well, let’s take a step back. In an ideal test, we would see
a response pattern like the one to the right. This is called
a “Guttman” response pattern. A test taker for whom the
test is well targeted got the first five items right and the
last five items wrong. This means that, right there in the
middle between the “1” and “0,” is the point at which the
difficulty of items begin to exceed the test taker’s ability;
in other words, it is precisely at this point that the
probability of the applicant obtaining correct answers
begins to decline. Below this point, however, the items
are not too difficult for the test taker, and she gets them
right.

Guttman

1111100000

105.

However, response patterns like the one above are rare.
There is usually some variability right at the point where
items begin to challenge a test taker’s ability; maybe they
get a few in that range correct and a few incorrect.

Red box: Soujin’s response pattern shows variability in
the middle of the response string. The test is overall well-
targeted for a test taker like Soujin; she gets the first three
items correct and the last three items incorrect. In the
middle, there is some variability; it is at this point that
Soujin’s ability begins to be challenged by test items—
this variability is exactly what we need for measurement
purposes. When response patterns in this middle range are
unexpected, we see high infit mean square values.

Unexpected responses outside this range result in high
outfit mean square values. Carly’s response pattern would
yield a high infit mean square. Unexpected response
patterns affect the fit of the Rasch model, as opposed to
individual, outlying data points.

Soujin

Carly

111p101§000

1110010000

106.

So far, we have talked about fit and response patterns for
Rasch analysis using dichotomously scored items.
However, what about super-items like C-test texts? Well,
the basic principle is the same.

To see a scalogram of Bangla C-test scores, return to the
main Ministep window.

Click “Output Tables” and then click on “22.
Scalograms.”

m

Output Tables | Output Files Batch Help Specification  Plot

1. Variable maps

2.2 General Keyform
2.5 Category Averages
3.1 Surmmary statistics

6. Student (row): fit order
17, Student: measure

18, Student: entry

19, Student: alphabetical

20. Score table
21, Prebability cu
20, Empirical cun

22, Scalograms

40, Student Keyfo
37. Student Keyfo
38, Student Keyfo
39, Student Keyfo

38



GUTTMAN SCALOGRAM OF RESPONSES:

107.| In table 22, the scalogram resembles the one for Sradens (e
dichotomous items above. |s26c753201
Rex box: We are seeing the more proficient Bangla 3
learners getting easier items correct at the top, left-hand F Dieioies Kr G
corner of the scalogram. 28 41s10211 71111 7 312 30
Blue box: Likewise, we are seeing the lower-ability R R TIE
Bangla learners getting the more difficult items incorrect -
at the bottom, right-hand portion of the scalogram. 1919283801313 20
For the Bangla C-test, the Rasch model—our S-shaped SAS i
curve—is applied such that the probability of obtaining Hli 26
these response patterns is obtained. ii %_3_3_3 ______________ I
: 53697842 ]D- 1
108.| To briefly summarize this section, the Rasch model is a type of logistic regression. To overcome the
linearity problem, y-axis or outcome data is transformed into a probability. Because a probability can
only range from 0 to 1, the Rasch model is not a diagonal line but an S-shaped curve, called a “sigmoid”
or “ogive.” For items, the curve is called an “item characteristic curve.” For the whole test, the curve is
called a “test characteristic curve.” Data for Rasch analysis is not individual data points but response
patterns. The model is fit to the data so that the likelihood of obtaining the observed response patterns is
maximized. Unexpected response patterns affect the fit of the Rasch model. Unexpected response
patterns within the productive measurement range (the point at which we start obtaining 0’s and 1’s for
a test taker) result in high infit mean square values. Unexpected responses outside the productive
measurement range result in high outfit mean square values. Variability in responses—that set of 0’s and
1’s—is needed for statistical measurement; without variability, our test isn’t doing any ‘measuring.’
109. Analyzing C-test Data-Part 2
110.| Let’s get back to analyzing some data! To select a final set of five texts for the Bangla C-test, we are
going to be spending time in the following areas/screens: the item ICC plots, student fit indices, item fit
indices, and our original .txt control file.
111.| Let’s start by seeing if we have any really strange | Bangla C-testioxt
response patterns by students in our data to begin with. : Edit Diagnosis Output Tables Output File
1. Variable maps
In the main Minstep window, click “Output Tables” and g = faras

then “6. Student (row): fit order.” 2.3 Category Averages

3.1 Summary statistics

6. Student (row): fit order

17. Student: measzure
18. Student: entrv
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112.| In the window that pops up, look at table 6.1 at the top. | = -
L| INFIT | OQUTFIT |I
Red box: Bangla test takers have been sorted according to e ey
fit values. Those who most underfit the data—those with |2.31  2.4]2.41  2.54
higher infit/outfit mean square values—are towards the :; o 131132 .
top. Those who overfit the data (and don’t contribute St g6 111 1'2|;
much to measurement) are at the bottom. We are more 111.45 1.101.48 1.1l
concerned with outfit mean square values. The ideal outfit o o -
mean square is about 1.00, but the 0.50-1.50 range is
productive for measurement. Anything about 2.00 really
messes with the measurement properties of the test.
Blue box: We could very well have selected a different
option in the “Output Tables” menu to order students in a 18 Student: entry
different way. For instance, by selecting “17. Student: b e Z'f::,i:::'nt
measure,” students’ are ordered by their ability measure, 43, Student: correlation
or their position on the Wright/variable map. [ Student: responses
113.| If you look to the left of |ENTRY  TOTAL TOTAL MODEL|  INFIT | OUTFIT |PTMEASUR-AL|EXACT MATCH| [
table 61, you Can See that }NUM.BER SCCRE COUNT MEASURE S.E. TMNSQ ZSTDTMNSQ ZSTD!CORR. EXP.T CES% EXP%! Studant}
the student with a high CoE S L T i it iR D gies vl Emo
outfit mean square value is | | 27 35w i iR nE DIl 0 e mala
“Entry Number 26.” | 28 157 10 1.17 .1511.48 1;1\1.57 1.2|E .43 .62 .0 14.2] 29 |
However, if you look in the
rightmost column, the When it comes time to remove any misfitting students’ or students’
student is “Student 27.” responses, as well as to cut down on texts, we need to remember to do in
Values in the rightmost referring to entry numbers.
column correspond to
entries in the Excel
spreadsheet. Because there
was one missing student,
these values are offset.
114.| Scroll down to table 6.4, “Most Misfitting Response | |most MIsFITTING RESPONSE STRINGS

Strings.”

This table is very handy; it shows us precisely which
scores on which C-test text(s) were unexpected given
students’ Bangla proficiency levels.

Red box: In the first “Student” column, students’ entry
numbers are shown. In the second column, student 1D
numbers (from the Excel spreadsheet are shown).

Blue box: These numbers correspond to text entry
numbers. When there are 2+ digits, numbers are stacked
vertically (as in text 10, for example).

26
31
10
27
28
21
25
29

TStudenk OUTMNSQ

27
3z
11
28
29
22
26
30

ﬁext
|

| 336 78 201

1

.17 .

HOH e R
. . H
wn
o

.10 .
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Purple box: Ministep flagged student 26’s responses to
text 7 (1/24 blanks), text 2 (0/24 blanks), and text 10
(11/24 blanks) as misfitting.

Before we begin to reduce our number of Bangla C-test
texts from 10 to 5, let’s begin by removing these
misfitting responses. Now, in removing misfitting
responses, we will be increasing the overall model fit.
However, because we are working with such a small
sample size, we want to preserve as much data as
possible. So, instead of deleting an entire test taker’s row
of data (and their responses to all texts), we will only
remove responses to individual texts.

115.| Close out of the “6. Student (row): fit order” window. - o
el
.1
116. | Close Ministep. _ O %
L]
117.| Double click on the “Bangla C-test” control file. S T
PERSOCN = St
In the control file, somewhere below the specification ITEM = Te:
lines, enter in the “EDFILE=*"" information to the right.
ko0 . . :
The s indicate the start and finish of a list of FOFTLE=*
information.
26 T .
“27 7 .” means ‘Mark person entry number 26’s resposne 26 2 .
to text #7 as missing. We repeat this information to mark 26 10 |
26’s response to texts 2 and 10 as missing. Make sure to *
add a space between each value and the missing period.
118.| Click “File” and “Save” to save the “Bangla C-test” ) Bonale Crtest

control file.

iesMewRo - [12  ~| A" A" | File Edit Form

New Ctrl+N BT
Open... Ctrl+O fle= "C-t
Save Ctrl+5S hesl £il
Save As.. heetl
moel Cas
Eaqesetipe mcoel Var
Print... Ctrl+P
) M1
Exit
| [ [rauet
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119.

Drag and drop the “Bangla C-test” control file over the
Ministep desktop icon to open it.

[aTy )

B pA220
+ Open with Ministep 8

120.

“Report output file name?” select “Enter.”
“Extra specifications?” select “Enter.”

The analysis runs.

Current Directory: C:wWinstepsh
Hame of control file:

C:\Users\Fantastic Hr. Todd\Desk
Current Directory: C:wlUsersiFan

Report output file name {(or pre

Extra specifications {if any).

121.

35 MEASURED

INFIT OUTFIT |

MEASURE REALSE IMNSQ  2STD OWMSQ  2STD|

-.57 16 s - on -

.60 .65 49 1.0 a7 1.9

.58 SEPARATION 3.47 Studen RELIABILITY .92|

- - - - - e

18 HEASURED INFIT OUTFIT |
MEASURE REALSE IMNSQ  2STD OWNSQ  2STD|

.00 .68 1.0 .6 99 -1

42 .6 .33 1.2 31 1]

-41 SEPARATION 5.11 Text RELIABILITY .94]

In the summary table at the | | rugent 25 INPUT
i TOTAL COUNT
bottom, notice now that .the L an o uT
student and text separation | I P.sp 42.7 2.3
. | REAL RMSE .17 TRUE 3D

have improved. The overall | - - -
model fit has also improved, | | ™% " counr
H H MEAN 248 .1 29.8
with outfit mean square values | | p'sy 35, Ty
being closer to 1.00, which is | 1 REAL RMSE .08 TRUE SD

ideal.

122.

Let’s return to table 6.1 to re-assess student fit.

In the main Minstep window, click “Output Tables” and
then “6. Student (row): fit order.”

All student outfit mean square values are < 2.0, which is
what we want. We can now begin to start removing a few
texts!

" INFIT | OUTFIT |E

|IMNSQ 2STD|MNSQ ZSTD|C
e ————— o ———— +-
112.12 1.9]1.5%6 1.8|2
1| 2.06 1.%9]11.78 1.5|E
H1.70 1.5]1.76 l.6]|C
y|1.50 1.1]11.60 1.3|C
L11.57 1.211.5% 1.321E

123.

Let’s remind ourselves of the hierarchy of texts in
relation to students.

In the main Ministep page, click on “Output Tables.”

Click on “12. Text: map.”

|MEASURE Student

{{{{{ [H] Bangla C-test.xt
= File Edit Diagnosis Output Tables (
Request Subtables 1. Variable maps
3.2+ Rating (partial credit) scale 2.2 General Keyforn
2. Measure forms (all) 2.5 Category Avera:
3.1 Summary statist
10. Text (column): fit order 6. Student (row): fit
13. Text: measure 17. Student: measur
14. Text: entry 12. Student: entry
15. Text: alphabetical 19. Student: alphabe
25. Text: displacement 42, Student: displac:
26. Text: correlaticn 432, Student: correlat
1 11 Text responses 7. Student: respons
L 9. Text: outfit plot 5. Student: outfit pl
' 8. Text: infit plot 4. Student: infit plo
BT 5. Siden: mep
b 23, Text: dimensicnality 24, Student: dimens
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124.| We have quite a few texts bunched up together at the top |
of the Wright map, meaning they are at roughly the same X |8 T1 T12
level of difficulty. If we identify any problematic texts | T10 T3 T3
from among this group, they are prime candidates for x | T3
removal as we look to optimize the C-test by reducing the xi STM e
overall number of texts from 10 to 5. x|
XXX |8 T7
X |
¥ M| T4
XX | T6
HEMHEH T
HHH 4+
XXKK 3|
X |
125. | In the main Minstep window, click on “Graphs” and then T | AaBbCe ASBBCA AsBbC( AsBhC
“Expected Score ICC.”
@lp  Specification Plots  Excel/R5S5T | Graphs Dat
1 Category Probability Curves
SE Expected Score ICC
08 Curmulative Probabilities
3; ltem Information Function
;:I Category Information
126.| This is the item-characteristic curve, or ICC, for text #1. T

Now that we know what the Rasch model is and what it
looks like, this graph should make more sense to you.
Note that the values on the y-axis are not probabilities;
they have been rescaled to correspond to blanks on the
test. Gives us a very detailed view of resposne patterns to
this particular item.

The X’s and blue line are the actual, observed data, while
the red line is the model idea. Ideally, the X’s (our data)
fall right on the red line. The blue-gray lines around the
red and blue lines are the confidence intervals. Any points
that fall outside the confidence intervals are cause for
concern. When we have misfitting response patterns, the
blue line and series of X’s gets pulled outside the
confidence interval band.

Each X on the blue line represents the group of test takers
with ability measures at that level. For instance, Bangla
learners with an ability of 1 on the x-axis have a 50-50 get
about 16/24 blanks correct on text #1. Those with an
ability of -0.5 score about 7/24 blanks on text #1. So far,
text #1 looks okay. The observed data follows the red line,
and there are no breaks outside of the confidence interval
band.

Score on ltem

4 35

3

25

2 15 4 05 0 05 1 15 2 25 3

Measure relative to item difficulty

35

"
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127.| Click the red “Test CC” buttom at the bottom right of the | Probabiliies || Probabilties |
screen. [teri Category
Infarmatior ormation
bdultiple [tem Test
ICCs R ahdorness
Testce || Test
nformation
Click on Iin_e fior descript_iu:un
128.| At the bottom of the plot screen, use the sliders to adjust +
the “maximum X-value” to 7 and the “minimum X-value” Measure on latent variable
to -7. R
e = 1]
129.| The test characteristic curve or TCC is shown to the right. Test Characterstic Curve
Instead of looking at individual item ICCs like we did
above, we can add them all up to get a sense of how /
students are scoring on the test as a whole given their
ability level or their “measure on latent variable.” g
From the TCC curve on the right, we can see that students §
with an ability of 1.4 on the Bangla C-test are scoring in | 3,
the neighborhood of about 200/250 blanks on the Bangla | &
C-test. Again, scores on the y-axis have been rescale from | % i
probabilities to C-test blanks.
Since we are going to reduce the number of texts from 10 v e
to 5, the TCC will change quite a bit. However, it’s a very Measure on latent variable
informative tool for test development purposes.
130.| I want to point out that most of the information/plots that Category Probability Curves

you can call for in the “Graphs” menu from the main
Ministep page can also be accessed using the different
colored buttons to the right of the plot screens that open

up.

Frobabilty
Cat. Curves

robEmpircall | Empiical Cat
at. Curves Curves
Expected Empirical
core ICC || Randomness

Expected Score ICC
Curmulative Probabilities
Item Information Function
Category Information

Conditional Probability Curves

+
Test Characteristic Curve IEC -
Test Infermation Function Cumulative || Canditional
robabiities || Probabiliies
Multiple ICCs

ltem Category
Information || Infermation
Multiple ltem

ICCs

s
Test CC
Information

Click on line for description
Double-click to erase line

Display by item

Display by scale group

m o
| = o
= G ||
m
El
=)
a
o
m
E}
=)
@
@
=
=)

Non-Uniform DIF ICCs

Person-Item Histograms Display

Legerd
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131.| Click the yellow “Exp+Empirical ICC” button to return SEHDECFEE'E . EfgpifiCc‘l'
tO the ICCS core = ANdOmAess
ERpEIRIeal | E pical ICC
Curnulative Conditional
Probabilities Frobabilitie:
[ Iharn ” M atennm ]
132.| Click the green “Next Curve” button until you reach text T
9 (“7.T97). -
The empirical blue line for text 9 is problematic; it doesn’t
follow the expected-model red line very closel. At two i
points, it jumps outside of the confidence-interval band. &
5
Let’s go ahead and remove text 9. 5
w0 9
T 7 T ieasure relative to fom diffculty
133.| There are two places where we can instruct Ministep to
remove either a student or a text from the analysis. \ Help Specification Plots |
In the main Ministep page, click on “Specification.”
INFIT
134 We can enter additional Commands il'l the “COHtI'OI ile Edit Diagnosis Output Tables Output Files Batch Help S

Specification = Value” window that pops up, just like
entering specifications in our control file.

To delete a text or item, type “IDELETE=". To remove a
person from the analysis, type “PDELETE=." You will
have to specify the text or person you wish to remove by
entering their entry number. “I”” stands for ‘item,” and “P”
stands for ‘person.’ (You may have guessed.)

Let’s remove text 7. Type “IDELETE=7".

Click “OK.”

B:8:3.655

‘ime for estimation:
'rocessing Table 8
i—test guide {18 texts).xlsx

Stug) Control Specification = Value
MEAN I
p.sp| Specification =%alue
_REAL | Ny
Text .
Ok and again ‘ oK Cancel
MEAN ot Ty ey o
P.5D 101.%4 2.4 42 .8
REAL RHSE .88 TRUE SD -41 SEPARATION
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135.| At the bottom_ left of the main window, you will notice Sorting by Fit for Table &
that two new lines appear. The bottom-most lin now reads ====================o==o=mae-
“Currently Reportable Text = 9,” meaning 9 texts are in Loading graphing moduleg,. ...
the analysis Collecting emplrical da .
) >====================== _——= ==
[DELETE=Y
SURRENTLY REPORTABLE Text = 9
136. | From the top menu bar, select “Output Tables” and then s Cotet it
“3.1 Summary Statistics.” Ja e
{it Diagnosis  Output Tables  OCutput Files Ba
1. Variable maps
3 2.2 General Keyform
2.5 Category Averages
B. Student (row): fit order
17, Student: measure
1T Crivdmmbs mmbems
137.| In table 3.1 that opens up, you can now see the summary | o ert. MATGHING Student SOMMAR
text table reads “Summary of 9 Measured Text.”
I SUMMARY OF 5 MEASURED Textl
The information in the summary table at the bottom of the | | scone  counr  masure  s.e.
main analysis window does not change. To change that, | |y 2os.2 e 5 ol 0
we need to close Ministep and enter the “IDELETE="| ! #.50  105.¢ 2-5 g .01
X i | 5.SD 112.0 2.7 46 .01
information elsewnhere. | aAx. 4380 33.0 3 .09
| MIN. 146.0 26.0 -.73 .08
: RERL EMSE .08 TRUE SD .43 SEPARRTICN 35
138.| Close the “Expected Score ICC” window. .
a
4 4
Adjust masimum
-value
Clipboard
Mext Curve
139.| Close Ministep. — O %
A -
140.| Double click on the “Bangla C-test” control file. ; IDELETE=T

Somewhere in the control file, enter “; IDELETE=7" with
no spaces. | like to put this line above the “EDFILE=*"
line.

It’s always a good idea to keep a record of what
responses/students you are removing as well as which

EDFILE="*
26 T .
26 2 .
26 10 .

e
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texts you are pulling out of the analysis. The control file
is a good place to do just that. We have now noted that we
are going to remove text 9 (entry #7), and we have
‘commented out’ this note with a semicolon.

Copy and paste the “IDELETE=7" part of the line to
your clipboard.

/| Bangla C-test

141.| Click “File” and “Save” to save the “Bangla C-test” 1
ContrOI flle iesMNewRo ~ {12 ~ A & File Edit Form
' MNew Ctrl+N ST
Open... culs0 == O
Save Ctrl+5 weal £il
Save As... heetl
mcel Cas
RSHESERS mcoel Var
Print... Ctrl+P
142.| Drag and drop the “Bangla C-test” control file over the
Ministep desktop icon to open it.
143. “Report output file name?”’ select “Enter.” Current Directory: C:\Winstepsh
Hame of control file:
. . C:\UsersyFantastic Hr. ToddiDesk
“Extra specifications?” paste the “IDELETE=7" here Current Directory: C:\UsersiFan
and then select “Enter” on your keyboard. This is the Report output file name (or pre
second place where we can remove students and texts
from our analySiS. Extra specifications (if any).
The analysis runs.
144- In the Summary table at the bOttoma Student 35 INPUT 35 MEASURED INFIT OUTFIT |
we now see "0 Measured” in the | | Ty Ty s sl oes
P.3D 38.8 .65 .85 .52 1.1 .58 1.1]

text box. We successfully removed

|
|
|
|
| REAL RMSE .18 TRUE SD .63 SEPARATION 3.42 Studen RELIABILITY .02]
H | |
text 9 from the analysis. | Text 18 INPUT 9 HEASURED INFIT QUTFIT |
I TOTAL COUNT MEASURE REALSE IMNSQ  2STD OMNSQ  2STD|
| HMEAN 253 .2 29.9 .88 .08 1.82 8 99 1]
. . | P.SD 165.6 ) 7 .81 .35 1.2 .32 1.1]
Person and item Separatlon have | REAL RHSE .88 TRUE SD .46 SEPARATION 5.54 Text RELIABILITY .97|

gone down slightly, and model-fit
indices are about the same. Person
separation will often go down as we
remove texts since we are removing
statistical information used to
calculate students’ abilities.
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145.| In the main Minstep window, click “Output Tables”and |  --————---—"""----—————-
then “6. Student (row): fit order.” 5 INFIT | OUTFIT |}
|IMNSQ 2ZSTD|MNSQ 2ZSTD|(
All student outfit mean square values are now <2.0. Let’s B Fom o +
press on to removing another text; 1 down and 4 more to ’ |1.55 1.711.85 1.5]2
go 3|1.592 1.6]1.58 1.2]1
' 3l1.61 1.2]11.69 1.3«
T11.60 1.1]1.66 1.3]|1
211.53 1.1]|1.44  1.0]1
211.45%  1.1]1.53  1.2]I
111 47 1 111 &7 1T 11Ir
146. | Click on “Output Tables” and then “12. Text: map.” :S o 110
Let’s remind ourselves of the ‘lay of the land.’ x | Ti0 T3 ™5
x|
. 11
Texts 4 and 6 are still close together, as well as texts 1, o 1
12, 10, 3, and 5. KKXX | T7
¥¥¥ |8
L. W M|
Let’s revisit the ICC curves. X | T4
XXX | Té&
HHEXHK +T
. 4.4.4.4.4 |
XX 5|
147.| Click on “Graphs” and then “Expected Score ICC.”
lp  Specification Plots  Bxcel/RS55T = Graphs  Dat
Category Probability Curves
Expected Score ICC
Cumulative Probabilities
Item Information Function
148.| Click the green “Next Curve” button until you reach text T

7 (entry #6).

The empirical blue ine is doing two things we don’t want
it to. It jumps outside the confidence-interval band at
about 1.5 logits on the x-axis, and it hooks down towards
the top. As ability increases, we want scores to increase,
too. However, towards the top, as ability increases, scores
decrease.

Blue box: The decrease that we’re observing only occurs
over the range of 16-19/24 blanks. Something funny
could be going on with these blanks, or more Bangla C-
test takers could straighten the blue line out in this range.
Regardless, in the spirit of informed, systematic text
reduction, we select text 7 for removal.

Let’s remove text 7 from the analysis by adding
information to the control file.

Score on ltem

Vo

L

4 35 3 25 2 15

Measure relative to item difficulty

1 05 0 05 1 15 2 25 3

35 4
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149.| Close the “Expected Score ICC” window. .
4 4
Adijust maxinium
-value
Mext Curve
150.| Close Ministep. — 0O %
A -
151. _Double click on the “Bangla C-test” control file to open ; IDELETE=6,7
it.
EDFILE=*
Add “6” to the “; IDELETE=" line and then copy and 26 7 .
paste “IDELETE=6,7" (again, with no spaces) to your 26 2 .
clipboard. 26 10 .
e
152.| Click “File” and “Save” to save the “Bangla C-test” | S BenglaCotest
ContrOI flle iesMewRo - |12 -| A A | File Edit Form
) Mew Ctrl+N ST
Qpen.. Ctrl+0 fle= "C—t
Save Ctrl+S weel fil
Save As... heetl
xcel Cas
Bages=lup xcel Var
Print... Ctrl+P
153.| Drag and drop the “Bangla C-test” control file over the
Ministep desktop icon to open it.
154.| “Report output file name?” select “Enter.” Current Directory: C:iinstepsy

“Extra specifications?” paste the “IDELETE=6,7" here
and then select “Enter” on your keyboard. This is the
second place where we can remove students and texts
from our analysis.

The analysis runs.

Hame of control file:
C:\Users\Fantastic Hr. Todd\iDesk
Current Directory: C:xlUsersiFan

Report output file name {(or pre

Extra specifications {(if any).
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155.| Make note of the Changes in the || student 35 INPUT 35 HEASURED INFIT OUTFIT |
summary table at the bottom of the |} wan  'seos " ee o oer o ae er o “as oua)
analysis window. Student and text I REAL RMSE 20 TRUE $b .63 SEPARATION 5.18 Studen RELIABILITY 1.9"”
separation are still good. Fit has I Text 10 INPUT 8 MEASURED INFIT OUTFIT I
- - | TOTAL COUNT HEASURE REALSE IHHSQ Z5TD  OHHSQ 25TD|
lmproved Sllghtly. | MEAN o472 30.8 .8n .68 1.82 .8 99 -1
| P.3D 118.6 2.6 47 .8z .37 1.3 .35 1.2]
| REAL RMSE .88 TRUE 3D .47 SEPARATION 5.56 Text RELIABILITY .97|
156. | In the main Minstep window, click “Output Tables”and|  —---—-----"-"-"-"""""""--——-
then “6. Student (row): fit order.” s INFIT | OUTFIT |E
|IMNSQ ZSTD|MNSQ ZSTD|C
We have one student with an outfit mean square > 2.0. e tom o +-
"12.3% 1.9]2.12 1.7|2
"12.30 1.8]1.78 1.3|E
1.40 .7]1.54 1.1]|c
f11.82 1.4]1.85 1.5|C
1.65 1.3]1.68 1.3|E
157 ScrOII down to table 64 MOST MISFITTING RESPONSE STRINGS
Student OUTMMNSY |Text
The misfit is due to student 32’s responses to text 5 and | 1
2 | 5324810
: high-———--—-—-——-
31 32 2.12 2] 3 . 7 .
Let’s remove them from the analysis. 10 11 1.78 B| 3 &
25 26 1.85 D| . . 6
29 30 1.68 E| .10 ;
2 4 1 52 ®I 15
158.| Close out of table 6.1. — O %
]
159.| Close Ministep. _ 0 %
]
160. | Double click on the “Bangla C-test” control file. : IDELETE=E&,7
Add the removal information for student 32 (entry #31) EDFILE=*
to the “EDFILE=*" list. 26 7 .
26 2 .
26 10 .
31 5 .
21 2 .
e
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/| Bangla C-test

161.| Click “File” and “Save” to save the “Bangla C-test” 1
ContrOI flle iesMewRo -|12 ~-| A a | File Edit Form
) Mew Ctrl+N ST
Open.. Ctrl+0 fle= "C-t
Save Ctrl+5 weel £i1
Save As.. heetl
mcel Cas
PEZaEET xcel Var
Print... Ctrl+P
162.| Drag and drop the “Bangla C-test” control file over the
Ministep desktop icon to open it.
163.| “Report output file name?” select “Enter.” Current Directory: C:\instepsy
Hame of control file:
« . . . « ’ C:\Users\Fantastic Hr. Todd\Desk
Extra specifications?” paste the “IDELETE=6,7" here Current Directory: C:iUsersiFan
and then select “Enter” on your keyboard. This is the Report output file name (or pre
second place where we can remove students and texts
from our analysis. Extra specifications (if any).
The analysis runs.
164.| Note the improved separation Values |\ scusent 5 mweur 35 Heasured INFIT ouTFIT |
and fit indices in the summary table. || ew S T RSB mest o owen e owen e
It’s a good idea to monitor what’s : REAL RHSE .26 TRUE $D .65 "SEPARATION .25 Studen RELIABILITY 1.6”
happening as we proceed. I Text 18 INPUT 8 HEASURED INFIT OUTFIT I
| TOTAL COUNT MEASURE REALSE IHHSQ Z5TD DHHSQ 25TD|
| HEAN 2460 29.8 .88 .88 1.83 .8 .98 -.1]
| P.SD 118.6 . .58 .82 .38 1.3 .36 1.2]
| REAL RHMSE .89 TRUE SD .49 SEPARATION 5.77 Text RELIABILITY .97|
165. | In the main Minstep window, click “Output Tables”and |  —---—-----—-"-"""""""--——-

then “6. Student (row): fit order.”

We have one student (entry #15) with an outfit mean
square > 2.0, but that student’s responses were not flagged
as misfitting in table 6.4. So, we press on.

N INFIT | OUTFIT |E
|IMNSQ ZSTD|MNSQ ZSTD|C
e ———————— o ————— +-
"12.39 1.9]2.12 1.7|L
"12.30 1.8]1.78 1.3|E
1.40 L7154 1.1|cC
i|1.82 1.4]1.85 1.5|C
111.65 1.3]1.68 1.3|E
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166. | Click on “Output Tables” and then “12. Text: map.” O

Let’s see what’s happened. 1 X TT
. T
Texts 4 and 6 are now at the same difficulty level. Texts :S 1 12
1,12, 10, 3, and 5 still form a cluster at about 0.5 logits X | T10 T3 TS
at the top of the Wright map. x|
0 X S+M
. WEEE® | Tll
Let’s revisit the ICC curves to remove an additional text. REH |
XXH |8
KE M|
X¥¥® | T4 TG
-1 MMM 4T
W |
W S|
XK |

167.| Click on “Graphs” and then “Expected Score ICC.”
lp  Specification Plots  Excel/R555T @ Graphs Dat
Category Probability Curves
Expected Score [CC
Cumulative Probabilities

ltemn Information Function

168. | Click the green “Next Curve” button until you get to text sTe
10 (entry #8). -

For text 10, we see a clear jump of the blue empirical line o
outside of the confidence-interval band. v

Let’s remove text 10 next.

Score on ltem
=

By now, hopefully the process for going about removing :
misfitting responses and culling texts is becoming :
clearer!

4 35 3 =25 2 45 4 5 0 05 1 15 2 25 3 35 &

Measure relative to item difficulty

169. | Close the “Expected Score ICC” window.

4 L3

Adijust maxinium

Y-value
Clipboard
Mest Curve
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170.| Close Ministep. — O %
-
171.| Double click on the “Bangla C-test” control file. : IDELETE=6,7,8
Add text 8 to the “; IDELETE=" specification line and EDFILE=*
p
copy and paste the “IDELETE=6,7,8" bit to your 26 7 .
clipboard. 26 2 .
26 10 .
31 5 .
172.| Click “File” and “Save” to save the “Bangla C-test” | [ Bangle Cotest
ContrOI flle iesNewRe - |12 -~ A A | File Edit Form
) New Ctrl+N BT
Qpen.. Ctrl+0 fle= "C—t
Save Ciri+s L o1 11
Save As... heetl
xcel Cas
EaaESElp xcel Var
Print... Ctrl+P
173.| Drag and drop the “Bangla C-test” control file over the
Ministep desktop icon to open it.
DA,
174.| “Report output file name?” select “Enter.” Current Directory: C:iinstepsy
Hame of control file:
. . C:\Users\Fantastic Hr. Todd\Desk
“Extra specifications?” paste the “IDELETE=6,7,8" here Current Directory: C:\Usersi\Fan
and then select “Enter” on your keyboard. Report output File name (or pre
The analySiS runs. Extra specifications (if any).
175.| Take stock of the changes in the | Student 35 INPUT 35 HEASURED INFIT OUTFIT |
summary table at the end of the || e Sy S et et ons i
analysis. Student separation has I REAL RMSE - v22 TRUE D .60 "SEPARATION 3.88 Studen RELIABILITY 1.620I
gone down. The Student fit is worse, I Text 10 INPUT 7 HEASURED INFIT DUTFIT I
seeing an outfit mean square of .90. || wean  sons  oon  oope ee s op MG %
This means we probably have some : REAL RMSE 89 TRUE D .53 "SEPARATION 5.96 Test RELIABILITY 1.;71

misfitting response patterns given
our new 7-text C-test.
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176.

In the main Minstep window, click “Output Tables” and
then “6. Student (row): fit order.”

There are two students with outfit mean square values >
2.0. Note, however, that the standardized z-scores (which
indicate the likelihood of the misfit) are < 2.0.

Here, with a small dataset, | would be inclinded to let an
outfit mean square of 2.14 pass. The last thing we want to
do is be blindly dichotomous in our decision-making
when it comes to cutoff values. 2.0, while a value
indicating noise in the measurement system, is
nevertheless an arbitrary cutoff.

L INFIT | OUTFIT |E
|MNSQ 2ZSTD|MNSQ 2STD|C
e ——— e ———— +-
8l|2.81 2.212.22 1.7|2
S2.18 1.7]12.14 1.7|E
411.77 1.4]1.80 1.4]|¢C
T11.70 1.1]1.76 1.2|I
5]1.61 1.2]1.68 1.3|E
'0]1.60 1.1]1.66 1.3|F
5]1.63 1.2]1.63 1.2]¢

177.

However, if you scroll down to table 6.4, we see that the
two misfitters, students 11 and 26 (entry #’s 10 and 25)
have unexpected responses to texts 5 and 1.

Up until this point, the empirical blue line in the expected
ICC plot of text 1 has been borderline, falling just outside
the confidence-interval band at points.

Let’s remove these misfitting responses to be consistent
with decisions made so far. However, let’s keep an eye on
the ICCs for texts 5 and 6 to see if they continue to be
problematic.

Also note that we have removed quite a few responses at
this point. In a large dataset, removing a few misfitting
student responses is not a big deal; however, we need to
be able to carefully justify and understand the decisions
we are making when it comes to removing responses in
an alread sparse data set.

MOST MISFITTING EESPONSE STEINGS
Student CUTMNSQ

10 11
23 26
25 30

14

| Text
| 1
| 5 3 2 4 1 0

2.14 B| 2 . . . & .

1.80 c| .10 . .12 .
15 1 76 nl a

178.

Close out of table 6.1.

179.

Close Ministep.
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180.

Double click on the “Bangla C-test” control file.

; IDELETE=6,7,8

Red box: In the “EDFILE=*" list, entering the EDFILE=*
information to mark responses to texts 5 and 1 as missing 26 7 .
for students 10 and 25. 26 2 .
26 10 .
31 5 .
31 2 .
10 5 .
10 1 .
25 5 .
25 1 .
e
181.| Click “File” and “Save” to save the “Bangla C-test” | [ Bangle Cotest
ContrOI flle iesMewRo -|12 ~-| A a | File Edit Form
) Mew Ctrl+N ST
Open.. Ctrl+0 fle= "C-t
Save Ctrl+S weel fil
Save As.. heetl
xcel Cas
PEZaEET xcel Var
Print... Ctrl+P
182.| Drag and drop the “Bangla C-test” control file over the
Ministep desktop icon to open it.
e,
183.| “Report output file name?” select “Enter.” Current Directory: C:\instepsy
Hame of control file:
« . . v « ’ C:\Users\Fantastic Hr. Todd\Desk
Extra specifications?” paste the “IDELETE=6,7,8” here Current Directory: C:\lUsersi\Fan
and then select “Enter” on your keyboard. Report output File name (or pre
The analySiS runs. Extra specifications (if any).
184.| As always, see what changed in the | Student 35 INPUT 35 HEASURED INFIT OUTFIT |
summary table at the end of the | |uea  'sos T e e M T
. . | P.SD 32.3 .82 .07 59 1.1 .59 1]
analysis. Student separation went up, | REAL RMSE .24 TRUE SD .78 SEPARATION 3.323 Studen RELIABILITY .92
but fit is still lower with an outfit mean : Text 18 INPUT 7 HEASURED INFIT OUTFIT :
I T0TAL HEASURE REALSE IHNSQ  2STD DMNSQ  2STD|
square of .90. | MEAN 252.1 .0 .89 1.05 .8 99 -.1)
| P.SD 116.8 .63 .82 B1 1.5 1 1.3]
| REAL RMSE .18 TRUE SD .62 SEPARATION 6.52 Text RELIABILITY .98]
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185. | In the main Minstep window, click “Output Tables”and |  ————————="==——=====——==—
then “6. Student (row): fit order.” ‘| INFIT | OUTFIT |!
IMNSQ ZSTD|MNSQ ZSTD|C
There are two students with outfit mean square values > 'Jl';'B;"'I';T;'B;"'I';;
2.0. However, values are very close to 2.0. Having '|2 ; 01 1'5 2 . oS 1- 61t
removed as many responses as we have so far, let’s keep 1 ‘a0 1.3 1 65 1.1 ¢
these responses in the analysis and inspect the item ICCs. 01.70  1.3|1.76 1.4]1
J1.6% 1.3|1.76  1.4]t
186.| Click on “Graphs” and then “Expected Score ICC.”
lp  Specification Plots  BExcel/RS55T = Graphs Dat
Category Probability Curves
Expected Score [CC
Cumulative Probabilities
Item Information Function
187.| Right away, text 1 shows its ugly head. There’s a lot of b
zig-zagging amongst lower-ability students, and the -
empirical blue line jumps outside the confidence-interval 22
band at about -2.0 logits. »
Some zigzagging in the empirical line is not altogether | &
mind-blowing given the type of data we’re analyzing and | S b
the small test-taker sample size. However, we must | 3§~
- - - - [
proceed in as principled a manner as possible. We have :
the confidence-interval breach, some noted misfitting :
responses to text 1 in the last round of removed responses, :
and text 1 is at the same difficulty level as a few other : ’
texts. Let’s chuck it. oo 0t s
Measure relative to item difficulty
188.| Close the “Expected Score ICC” window. ;
a
4 »
Adijust masinmum
—‘ Y-value CopyDatat
Clipboard
Mext Curve
189.| Close Ministep.

— O X

=T
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190.

Double click on the “Bangla C-test” control file.

Add “1” to the *“; IDELETE="specification line and then
copy and paste “IDELETE=1,6,7,8” to your clipboard.

; IDELETE=1,ls,7,8

EDFILE="
26 T .
26 2 .

191.

Click “File” and “Save” to save the “Bangla C-test”
control file.

/| Bangla C-test

iesMewRo = |12 ~| A" A" | File Edit Form
MNew Ctrl+N ST
Open... crieg 2T "CoE
Save Ctrl+S weel £il
Save As... hestl
xcel Cas
Page Setup.. xcel Var
Print... Ctrl+P
. M1
Exit

192.

Drag and drop the “Bangla C-test” control file over the
Ministep desktop icon to open it.

193.

“Report output file name?” select “Enter.”

“Extra specifications?” paste the “IDELETE=1,6,7,8”
here and then select “Enter” on your keyboard.

The analysis runs.

Current Directory: C:xWinstepsy
Hame of control file:

C:\UsersyFantastic Hr. Todd\Desk
Current Directory: C:ulsersiFan

Report output file name {(or pre

Extra specifications (if any).

194.

Student and text separation values

| Student

35 INPUT

35 MEASURED INFIT

OUTFIT |

have gone up. Text fit is slightly | | uan ‘sz s oot e as o> as oia)
worse (again, having deleted yet -Wﬂmu;ég .96 'SEPARATION 3.54 Studen RELIADILITY 1.5%:
another text), with an outfit mean | Text 18 INPUT 6 MEASURED INFIT DUTFIT I
square of .85. Note also that the | | man 26905 2006 ome 48 es o4 ew oo
overall error in the model is going up; I :é:E RMSEﬁﬁ-?ﬂ] IRUEzég .73 -ggpnnmig:l 7.56 -ﬁxt ﬁzunsif;‘w .ﬁgl

the student “Real RMSE”, or ‘root
mean squared error,” is at .27—up
from .16 in our first, 10-text run!
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195. | In the main Minstep window, click “Output Tables”and |  ——————"—""—=7"==—=—====—-
then “6. Student (row): fit order.” LI~ INFIT | OUTFIT |
|IMNSQ ZSTD|MNSQ ZSTD]|
Alas, we have two more students with outfit mean square IT;';;"'I';T;;;"';;T
values > 2.0. Notably, the standardized z-scores are also 612 '2 5 1- 512 ) 37 5 ) o
> 2.0. For a small test-taker sample size, the z-scores are 112 0 1.6 F 17 1.5 |
a bit more trustworthy t_han |f_we had had 500 test takers 811.72 1.311.70  1.2]
for the Bangla C-test, in which case all z-score values e e 4 mia o 4 A
would have been > 2.0!
196. | Scroll down to table 6.4. The most unexpected resposne MOST MISFITTING RESPONSE STRINGS
patterns for students 15 and 19 (entries 14 and 28) are to |Student OUTMNSQ |Text
texts 3, 4, and 9. I 1
| 23240
Let’s how these texts ICC curves stack up against one L4 1s ) Bglgh_;_____;__
another and one of the other candidate texts for deletion 2| ) .
28 29 2.37 B| .24 .16 .
before we remove any more data. R L oA o N
197.| Click on “Graphs” and then “Expected Score ICC.”
lp  Specification Plots  Excel/R555T @ Graphs Dat
Category Probability Curves
Expected Score [CC
Cumulative Probabilities
Item Information Function
198.| Click the green “Next Curve” button until you reach text L

5 (entry #4).

Scanning ahead, several texts are candidates for deletion
at this point.

There is one point at which the empirical blue line of text
5 shoots outside the grey confidence-interval band. The
misfitting responses we identified in table 6.4 could
account for the deviation from the red, Rasch-model line.

Score on ltem

425 35 275 2

Measure relative to item difficulty

125 05 025 1 175 25 325
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.| Click the green “Next Curve” button until you reach text
12 (entry #10).

This is perhaps the other candidate text for deletion. The
empirical blue line jJumps outside the confidence interval
band at about -0.3 on the x-axis.

We have two options at this point. We can continue to
remove misfitting response patterns for students 15 and
19, and perhaps the ICC for text 5 will improve. Or, we
refrain from removing any more data from the analysis
and remove text 12 from the analysis.

Crucial to note is that both texts 5 and 12 are at the same
level of difficulty; they are both part of that cluster we
identified at the top of our Wright map. Knowing this, the
second option seems like the way to go: we can avoid
deleting any more data, and we are still removing one of
the initial texts we identified for removal.

Let’s remove text 12. After removing text 12, we have our
final, 5-text C-test!

10. T12

Score on ltem

Measure relative to item difficulty

.| Close the “Expected Score ICC” window.

Ka

Ll 3
Adijust masinmum
V-value
Clipboard
Mext Curve
Close Ministep. — O %

.| Double click on the “Bangla C-test” control file.

Add text 12 (entry #10) to the *; IDELETE="
specification line in the control file and then copy and
paste the “IDELETE=1,4,6,7,10" portion to your
clipboard.

IDELETE=1,4,6,7,10

EDFILE=*
26 7

26 2

26 10 .

I:\
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203.

Click “File” and “Save” to save the “Bangla C-test”
control file.

/| Bangla C-test

iesMNewRe - [12 ~| A" A" | File Edit Form
Mew Ctrl+N ST
Open.. Ctrl+0 fle= "C-t
Save Ctrl+5 weel £i1
Save As.. heetl

mcel Cas

Laqeietipe xcel Var
Print... Ctrl+P

204.

Drag and drop the “Bangla C-test” control file over the
Ministep desktop icon to open it.

205.

“Report output file name?” select “Enter.”

Current Directory: C:\Winstepsy

Hame of control file:
C:\Users\Fantastic Hr. Todd\iDesk

“Extra speciﬁcations?” paSte the “IDELETE= Current Directory: C:\UsersiFan
1,6,7,8,10” here and then select “Enter” on your Report output file name (or pre
keyboard.
Extra specifications (if any).
The analysis runs.
206.| Note the changes in the summary table | Student 5 INPUT 95 WEASURED INFIT OUTFIT |
at the bottom of the analysis page. | |wean  ‘wis  ws ke e e oy "Mer A
Student Separation is a bit Iower, but : :é:f RHSE 23-‘.327 TRUE1§I§1 .83 'gépnnmigz 3.12 -giuden1liEBLInBiE?TV 1.5?:
it’s still > 3.0 (with a reliability > .90) I Text 19 INPUT 5 HEASURED INFIT OUTFIT I
. .- | TOTAL COUNT MEASURE REALSE IMNSQ  2STD OMNSQ  2STD|
and we avoided additional data loss. | MEAN 293.4 30.2 .en .69 95 -.2 .92 -.3]
) et . | P.SD 113.3 2.8 .66 .61 .38 1.2 .32 1.3
Text separatlon and rellablllty are JUSt | REAL RHSE .89 TRUE SD .66 SEPARATION 7.34 Text RELIABILITY _98|

fine. The fit is not as close to 1.00 as
we would like, but it is not horrible. At
about .90, the outfit mean squares for
both students and texts indicate that
our C-test slightly overfits the data,
meaning it is slightly less informative
overall.
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207.| Click on “Output Tables” and then “12. Text: map.” « :
|T
In the portion of the Wright map shown to the right, T
several points are worth noting. t |
|8 T10 T3
Texts 10 and 3 are close together at the top of the map; x}g S:
they are at the same level of difficulty. Future Bangla C- W | Til
test developers might try to incorporate a more difficult 0 X M
text. Likewise, texts 4 and 6 are close together at the e
bottom of the map; they are also at roughly the same level XX M|
of difficulty. Given the ability of the test-taker sample in N :3 ;46
this group (being on the lower end), it would be -1 XX+
worthwhile to also try to incorporate an even easier text mﬁ SIT
into the Bangla C-test. oes |
|
Lastly, while texts 10 and 3 as well as 4 and 6 are close x |
together, we are also working with few Bangla learners.
One way to increase item separation, apart from selecting
new items, is to also sample (more) test takers from a
wider ability range. With a wider ability range of test
takers, we have more statistical information the length of
the Wright map to determine the location and hierarchy
of texts. While including more difficult and easier texts
would be prudent, it is also likely that future work with
more ‘middle’ and ‘advanced’ learners could tell us with
more certainty how the two sets of stack up against one
another and whether they are, in fact, at such similar
difficulty levels.
208.| Click on “Graphs” and then “Expected Score ICC.”
lp  Specification Plots  Excel/R555T @ Graphs Dat
We’ve already looked at the individual item ICCs. There Category Probability Curves
iIs some wonkiness in the ICCs here and there, and Ex
. . pected Score [CC
cleaning up misfitting responses would make the : -
empirical blue lines fit the Rasch-model red lines better. Cumulative Probabilities
However, in the interest of not deleting any more data, ltem Information Function
we’re willing to accept some imperfection. -
209.| Click on the red “Multiple Item 1CCs” button. | Probabilties || Pr

Let’s look at all of our ICCs at the same time.

Click. on line for des
Ple hlaoclicl ko ar
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210.| In the window that pops up, you can call for item ICCs -
. r 7 Multiple [CCs: F1 for Hel
individually by selecting cells in the “Model” column for S Multiple ICCs: 1 for Help
the expected model red lines that we’ve been looking at lMDdE” Empirical | Information | ; Tg'“:k on blank .
and the cells in the “Empirical” column to call for the | [ 3714
empirical blue lines. E T
8. T10
EI T
211.| Click on the white “Select All Model ICCs” button and
the purple “Select All Empirical ICCs” button.
Select Al Select Al
Model ICCs Empirical ICCs
212.| All cells in the “Model” and “Empirical” columns should 3¢ Muktiple ICCs: F1 for Help
now be green.
Model | Empirical | Information | €<= Click
2 T3
T4
5 T&
8. T10
3™
213.| Click “OK.”
214.| The “Item Characteristic Curves” plot shows all of the

text ICCs together along with the model curve (the blue
line). This plot gives us a nice, birds-eye view on how
well response patterns across texts fit the Rasch model.

You can click on individual colored lines to investigate
individual texts. The red line is for text 4, for example.

Score on tem

Measure relative to item difficulty
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215. Possibility for Placement or Screening
216.| Let’s do one more thing before we call it a day on the Bangla C-test. C-tests can be useful tools for
placement and screening purposes, and the Wright or variable map available in the Ministep software
can help in this regard. Now, unfortunately, the Bangla C-test data is not the best data set to illustrate
how Ministep and Rasch could be used to help inform placement/screening decisions because of the
number of heritage-language learners among test takers. So, we will use the Korean data set.
217.| Download from website: Check to make sure okay to
use the Korean data.
218.| Double click on the “Ministep” icon to open it.
stud E t-E.-' |
219. | Click “Excel/RSSST” at the top of the Ministep window.
1 Plots  Excel/R555T  Graphs
talog Box:
220.| Click the green “Excel” button to create a control file for
the “Korean (S-Texts)” data. B9 Selectdatato b ed to Winsteps format =~ %
| Excel R || sas || spss |
| STATA |[Text-Tab|[ BExit || Help |
221.| Click the “Select Excel file” button at the top left of the it
window that pops up to navigate to where you have the
“Korean (5-Texts)” data saved. SElE?'tI Escel ‘
e
ez COut
Mar
nstep
222.| Select the “Korean (5-Texts)” file and select “Open.” vea

L

<

| Bangla (10-Rev).xlsx
B5 C-test guide (10 texts)adsx
[ Dashland Budgetxls
!:!:] Korean (5-Texts) xlsx

name: |Korean (5-Texts) xlsx V| Exce (*xls;™a
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223.

In the Excel spreadsheet for the “Korean (5-Texts)” data,
just like in the Bangla data spreadsheet, there is a column
in which the students’ institutional level was indicated
(i.e., first-year Korean learners = “1,” second-year
Korean learners = “2,” etc.). This column’s heading is
“Vmap-Level” under the “! Other Variables” heading in
Ministep window.

Red boxes: Copy-paste “Vmap-Level” under the !
Person Lable Variables” line (in the Bangla analysis, we

I ITtem Response Variables. (Do not d
D ; Text 3 (22)

E ; Text 4 (18)

F : Text 5 (13)

G ; Text T (4)

H ; Text 9 (3}
I

| Perscon Label Variable de
E ; Vmap-Lewvel [(L-(2))

' Other Variable=s (ignored) —-\1if |thi

sWVariable Label (First Cell Falye)

copy-pasted the “ID” variable. n ; ID (1)
E ; Vmap-Lewvel [(L-—(2))
. C : Vmap-SA (5-(3
Blue boxes: Copy—paste the .ﬁve text lines beneath the ! | 5= TZiE = Eziz] (3
Item Response Variables” line. The “Korean (5-Texts)” | & : Texc 4 (18)
spreadsheet contains columns not for 10 texts but 5. F ; Text 5 (13)
G ; Text 7 (4)
IH s Text 9 (3)
I ; Lewel (2)
‘J : Sh (3)
224.| Click the green “Construct Winsteps file” button. ' '
b Excel Cohstract
ile YWinsteps fil
yy—and-paste thos a
neric item wvariables
225. | Type “Korean Placement” into the “File name:” field and =
then click “Save.” EH\TBLT\:M
ime: | Korean Placement
ype: | Text Files (*.bet)
22)
*
226. | Close the .txt window that opens up. (7]
— O >
sl
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227.

Drag and drop the “Korean Placement” file on the
Ministep icon to open it.

[

MVivo 11 i
|['-"."ir}1}_:tep.. + Open with Ministep
LOrEdr
Placement....

are the highest proficiency learners, those in their fourth
year of Korean study at their institutions. These test takers
are shown by L-(4)’s. This array of test takers is what we
would expect; those with more years of Korean study are
scoring better on the Korean C-test.

L-(3) I-(3)

L—{(2) L-(2) I-(3) L-(4) M

L—(2) L-(2) I-(3) L-(4)
L-(2) IL-(3) L—(3)

L-(1) I-(2) IT-(3)

L-(3)

L-(1) ©-(1) L-{1}) I-(2} I-(2)

Text 5

228.| “Report output file name” Report output file name (or pri
Press Enter. Extra specifications (if any).
“Extra specifications”
Press Enter.
229.| In the main Ministep window, select “Output Tables” @ « o = = :
and the select “1. Variable maps.” orean Placement.bd
Yile Edit Diagnesis | Output Tables  Output File
:ale 2.2 General Keyform
2.5 Category Averages
3.1 Sumrmnary statistics
&, PERSOM (row): fit order
230. | A variable or Wright map opens up. However, notice that, s N
this time, instead of displaying X’s for test takers, the test e
takers insitutional levels are shown. Again, “L-(4)” . ey b
means ‘level 4,” “L-(2)” means ‘level 2,” etc. |
L-(4
(o) 7]
The information contained in this chart speaks to the 5 !
concurrent validity of the Korean C-test. At the bottom of |
the Wright map are test takers with lower Korean S
proficiency levels, and this is the portion of the map 2 +
5
where we see many L-(1)’s. As we move up the map, we |
slowly see more L-(2)’s and L-(3)’s. At the top of the map ) | e
1 L-(2) +8
|
|
|
|
|
|
|
|

How this information could be used to make placement or
screening decisions is hopefully becoming apparent. If a
Korean program knows that students in their fourth year
of study typically score between 1-5 on the logit scale (on
the left), then an incoming student who takes the Korean
C-test and receives a logit score of 3 could reasonably be

L- (1) T-(2)
L-(1) L-(3) +S Text 4
L-(1) 5|
L-(1) | Text 3
|

L-(1) |
L-{1) +
<lezs>|<freg>
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placed in level 4, all things being equal. Likewise, an
incoming student who receives a logit score of -1.5 would
most likely be a candidate for first-year Korean, and so
on.

Although we used the variable map and knowledge of
students’ institutional level to better understand the
predictive validity of the Korean C-test, you could also
plug self-assessment ratings beneath the “! Person Label
Variables” line when setting up the control file to better
understand the concurrent validity of your C-test. Those
with higher self-assessment ratings, ideally, would be
towards the top of the Wright map, while those with lower
ratings would be towards the bottom.

231.

Summary

That’s it, folks! We have covered a lot of information in this guide; hopefully, you’ll find the information
helpful as you learn to analyze your own C-test data. With what you know about Rasch analysis and the
Ministep software, you should be in a good position to understand what most of the output means and to
reduce your own set of C-test texts from 10 (or however many you have to begin with) to 5.

We used the Bangla C-test data for this example, mainly because this is a data set we’re familiar with;
we know what the data look like, and we also are keenly aware of how C-tests were administered, who
the test takers are, and what the individual texts are. The Bangla C-test data set, however, definitely has
some shortcomings; the Bangla proficiency of learners is overall at the low end of the spectrum, there
were few test takers overall (we commented a number of times on the small test-taker sample size), and
we had a lot of heritage language learners. We can’t emphasize enough that, regardless of the analysis
being performed on the data, text selection and performance should be continuously monitored.

We also analyzed data using the rating-scale model, but we would encourage you to consider several
different points of consideration when choosing between rating-scale and partial credit models to analyze
your data. You should consider the following:

e The audience to whom you will need to communicate findings from your C-test analysis
e The structure of your C-test items, and how the structure is affected by the test-taker sample size
e The usefulness of the analysis

This last point is particularly poignant. In our experience, in most cases analyzing C-test data with rating-
scale and partial credit models yields separation values that are sufficient for placement or screening
purposes, or to get a quick-and-dirty ‘snapshot’ of test takers’ proficiency levels. When all is said and
done, Rasch analysis should be useful for you and your development team. If one model is more useful
than the other, even though there might be small differences in person separation, use the more useful
set of findings.
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